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Abstract

This document describes the installation and initial camfigion of the SysOrb Network Monitoring System.
Please refer to theser’s guide for the SysOrb Network Monitoring Sysfemnformation about using the system
after it is installed correctly. In particular the use of iveb interface is described in detail there.

This document is intended for use by the personnel resplenfsibinstalling, configuring and maintaininthe
SysOrb Network Monitoring System Server and Agents on & dkis. It does not cover actual configuration of
monitoring parameters etc.
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Chapter 1. System Overview

The purpose of the SysOrb Monitoring System is to monitovessrin a network by talking to the servers and
retrieving information about running services, curreid@nd other metrics. This information can be used by the
administrators of the network to track down problems witmitared servers, to solve problems before they arise,
or as documentation or a forensics tool once problems hasrect

1.1. SysOrb Components

The SysOrb Network Monitoring System consists of severgbmeoftware components, the responsibilities of
which are outlined below:

- The SysOrb Server:This is the center of the SysOrb System. The Server can rnubteck networked services
(such as web servers and mail servers) via NetChecks, lualisd the central component to which the Agents
will report device information and statistics. The SysOdn@r is the central repository in which all statistical
and operational data are stored, and it is the entity in tlO8y System that will actively alert administrators
when problems arise in any of the monitored systems.

In the following text anodeis any machine or device that can be monitored by SysOtiogtis a node where
the SysOrb Agent can be installed.

« The SysOrb Agent:In order to actively monitor local devices (such as hardgrjynemory, processor statistics
etc.) on networked systems, those systems must run the ISysg§emt. This program will gather operational
information from the system on which it is running, and reépgbese data to the SysOrb Server for further
processing. In case of failures (such as a harddisk runnihgf a crashed service process), the SysOrb Server
can actively alert the administrators of the particular hiae that reported the failure.

- The Web Interface: In order to allow easy access to the monitoring data and tbefiguration of the SysOrb
System from anywhere and from any platform, the Web-bastdfate is provided. This User Interface ships
as a part of the SysOrb Server, and is usually (but not netlg3san on the same physical machine as the
one running the SysOrb Server. In order to fully use and cardignonitored services or devices in the SysOrb
System, all you need is a computer with a web-browser caprdlalecessing the SysOrb Server computer.

1.2. How It Works

To illustrate how the SysOrb components work together, fieidushows a setup of a SysOrb Server, some SysOrb
Agents and a SysOrb Web Interface.

|
w m SysOrb Server =
Active monitoring UllhnrMy Aemsible
SysOrb Agent \ . . = nterfac

wﬂ: Solwr.'lulw -

\‘\ TN
= // \
. K= | \ www %‘Qg}
| SR N
NS @ == e Passive remote umnaﬂnn
Prager g;-z__._g o § NatCheck Services
Alerting y L=
w [

SNMP-Check

Figure 1: SysOrb Overview
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Chapter 1. System Overview

The setup consists of a SysOrb Server, a SysOrb Agent andzalsyéeb Interface. When a SysOrb Agent checks
in on the SysOrb Server information about the SysOrb Agemtisent status is stored in the SysOrb Server’s

database.

The SysOrb Web Interface connects to the SysOrb Server andgth this interface the SysOrb user can monitor
the network, add new SysOrb Agents and similar operations.
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Chapter 2. System Requirements

The two sections below describe the minimum requirememt®SysOrb Agent and the SysOrb Server.

2.1. Agent Requirements

The SysOrb Agent software will run on most hardware used limese today, and it currently supports 21 major
server operating systems. Because of this the SysOrb Agfiwiese can be run on your servers without interfering
with the servers’ normal operations.

In general, the SysOrb Agent has very low system requiresndiyour server hardware can run the installed
operating system, chances are it can run the SysOrb Agehowtiproblems. The actual requirements for the
agents will vary depending on the amount of checks configoredhe given agent, and the check-in interval
configured.

2.2. Server Requirements

The requirements for the SysOrb Server depend on the nunibiéet€hecks, AgentChecks and snmpChecks
monitored. If only a small number of these need to be moritdhe SysOrb Server can be run on very modest
hardware. The more checks monitored, the higher the regeines for the SysOrb Server.

Please note: You would usually want to dedicate a machine to running the SysOrb Server, in order to minimize
the risk of failures caused by other software, on your main monitoring Server. The SysOrb Server can, however,
easily run on a system which is handling other tasks as well (such as a mail-server or name-server). It is not
recommended to install the SysOrb Server on a system that is already very busy, as the SysOrb Server
will consume resources, and some measurements (such as network response time measurements) will be
disturbed and inaccurate if the system is too busy handling other tasks.

Tip: In general, the database space requirements will grow with approximately one megabyte, per monitored
check, and one megabyte per monitored node. So monitoring 20 devices on each of 10 different machines, will
require approximately 210 megabytes of disk space.

In addition to this, reports in particular will also add to the disk space consumption. Reports are stored efficiently
and a fully detailed report over the aforementioned 200 monitored checks will require much less than the 200
megabytes required for the full scale monitoring. Yet, when setting up a system in which many users have
access to generate reports, report disk space consumption should be taken into account.

One should, of course, configure a disk space check with suitable warning and alert thresholds, for the filesys-
tem on which the database reside, when configuring the agent on the SysOrb Server.

- Microsoft Windows Server 2003, Windows XP or Windows Se2@08:
CPU: Intel Pentium Il compatible or better

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

Disk: 100MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldneeQiGB of disk space for the database

© Evalesco A/S 3



Chapter 2. System Requirements

- Red Hat Enterprise Linux 5:
- CPU: Intel Pentium Il compatible or better

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

- Disk: 30MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldrneeQiGB of disk space for the database

+ Sun Solaris 8:
« CPU: Sun UltraSPARC (SPARCV9 compatible or better)

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

- Disk: 30MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldned0iGB of disk space for the database

« Sun Solaris 10:
- CPU:Intel Pentium Il compatible or better

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

- Disk: 30MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldneedQiGB of disk space for the database

+ Debian GNU/Linux 5.0:
- CPU: Intel Pentium Il compatible or AMD64 compatible CPU

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

- Disk: 30MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldned0iGB of disk space for the database

+ Suse Enterprise Linux 11:
- CPU: Intel Pentium Il compatible or AMD64 compatible CPU

- RAM: 1 GB free memory for smaller installations (less than a heddrodes configured). 2-8 GB recom-
mended for larger installations.

- Disk: 30MB for installation and log files and approximately 1 MB penfigured check. E.g. an installation
with 100 nodes and 100 active checks for each node wouldnedQiGB of disk space for the database

There are many other factors that affect overall systenpopadnce. Large installations may need not higger
but alsofasterstorage. In general, more memory will help the disk I/O systdsing servers with more than one
CPU core is also beneficial to SysOrb, especially in larg&llzgions.
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Chapter 3. Installing SysOrb

3.1. Installing the SysOrb Server

The SysOrb Server is a fairly complex piece of software, het installation itself is simple. Please refer to
Chapter Sor detailed installation instructions for your particuterver platform.

The Server may be able to run with its default configuratightrafter the install completes, but itrscommended
that the configuration section is consulted before actuatying the Server.

The SysOrb Server installation also contains the SysOrbiwelface. This section will not describe setup of any
specific web-servers. The SysOrb Web Interface consist$Sbfpograms, which will work withany web-server
supporting the CGI standard.

Notice for 1IS users: Please make sure that you do not have third-party scripting extensions installed on the
web server on which you will run the SysOrb Web interface. It is a common problem that these tools will attempt
to interpret the SysOrb CGI programs as scripts written in some interpreted language (such as Perl). This will
result in a non-functional SysOrb Web interface installation!

The SysOrb Web interface CGI programs are standard Win32 executables, and unless the configuration is
overwritten by third party products, a standard 1S will work out of the box with SysOrb.

It is possible to manually override the third party scripting product configuration in the web server, to work
around this problem and run both the scripting product and the SysOrb Web interface on the same web server.
Please refer to the 1IS documentation, or send an e-mail to <support @ysorb. con®> for assistance in this
matter.

You can install the Web Interface wherever you please, youevan run a SysOrb Server on one platform (say,
Solaris) and the Web Interface on another (for example Wirsdlolf you do not want to install a Web-server on
the SysOrb Server machine, you can install the SysOrb Spagkage on any other machine, and then disable the
SysOrb Server there so that only the web interface rematih&ac

Note: When the SysOrb Web Interface is installed, you can use it to access and configure the SysOrb Server.
The Web Interface will ask you for a username/password. For the default configuration this is:

« Username: admin
« Password: admtest
« Domain: . (or just leave blank)

After you have logged in for the first time, make sure to change at least the password for the admin user. For
more information about how to use the Web Interface, please refer to User’s guide for the SysOrb Monitoring
System.

3.1.1. Microsoft Windows XP / Server 2003 / Server 2008

To install the SysOrb Server on machine running a Microsadfiddws operating system, you must have admin-
istrator access to that machine. Please make sure that gdogared on as thieocal Administrator, or as another
user with administrative privileges on the local machine.

The full Server and Web interface installation is contaimethe file:
sysor b-server-3. 8. 0-5316. Wi nxp- Xx86. nsi

for the 32-bit version or:

© Evalesco A/S



Chapter 3. Installing SysOrb

sysorb-server-3. 8. 0-5316. wi nxp- and64. nsi
for the 64-bit version

Download and run this file, and follow the instructions oreser during the install process.

Note: On the download page for SysOrb it is also possible to download an installation guide for Windows, which
contains a screen for screen walk-through of the installation process.

If, after installation, you get an error page in your browisstead of the SysOrb Login page, please check that the
"SysOrb Server$ervice is running in the Service Control Manager.

When the installation is finished you need to install yourmsefile, if you have purchased SysOrb. Seetion 3.2
for more information about how you do this. If you just wanttést SysOrb, a test license is included in the
installation.

Although the server is normally run with its default configtion from the installation procedure, itis recommended
that you consulChapter Sor a more thorough description of all available configwatoptions.

The web-server shouldllow executionof CGI programs, and should be able to use theifildex. cgi as the
default for a directory. Apart from that, there are no spe@quirements for the server to work with the SysOrb
web interface.

You should be able to see either an error page (showing a Wwaikground and an information-icon) from the
SysOrb Web Interface if your SysOrb Server is not running;aar should see the login page.

If you cannot get to the SysOrb Login page, please refer tdltBeNotice" at the very beginning dbection 3.1
for further information.

3.1.2. Red Hat Enterprise Linux 5

The full Server and Web interface installation for Red HatdEprise Linux is contained in the file:
sysorb-server-3. 8. 0-5316. rhel 5-x86.i a32.rpm

for the 32-bit version and in:

sysor b-agent - 3. 8. 0- 5316. r hel 5- and64. and64. r pm

for the 64-bit.

Note: The Red Hat Enterprise Linux 5 package should also work on all newer releases of Red Hat Enterprise
Linux as well as CentOs and Fedora. If that is not the case, please contact Evalesco support.

These files contain the entire SysOrb Server software packagd are available for download from
http://www.evalesco.com.

In order to install the SysOrb Server, you must have rootsxtethe system.

Install the SysOrb Server using your favorite RPM utilityor(f support on the RPM utility, see
http://www.redhat.com), or using the plaipm command, e.g.:

rpm -Uvh sysor b- server - 3. 8. 0- 5316. r hel 5- x86. i a32. rpm

You now have a SysOrb Server configured on your system. If ywve purchased SysOrb, you will need to install
your license file (Se8ection 3.Zor information about how you do this). S€hapter Sor information on how to
configure your newly installed SysOrb Server.

Type/etc/re.d/init.d/sysorbd start to start the server for the first time. Per default SysOrbtisigéo automatically
start in runlevel 3 and 5.
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The installation script will automatically configure anaaliin your apache configuration for the SysOrb Web
interface.

Note: The installation script tries to add the Alias to the Apache configuration files in / et ¢/ htt pd/ conf/ . If
your system does not have the configuration files in this directory edit them manually to export the directory
ww in the SysOrb Web Interface installation directory as / sysor b/ . Make sure you allow execution of CGl
scripts. If you installed the SysOrb Web Interface from the above mentioned RPMs, the SysOrb Web interface
installation directory is / var / sysor b/ www.

Remember to restart the Apache web server after havindlatthe SysOrb Web Interface. The web server must
re-read its configuration in order to recognize the newsor b/ alias.

When this is done, you should be able to see the login page (@mranpage if your server is not yet running), by
going to the URL http://localhost/sysorb/.

Note: If you are using a SELinux enabled Red Hat distribution, and are using SELinux policies on your web
server, you have to perform the following steps for the webinterface to work:

cd /var/sysor b/ ww
chcon -t httpd_sys_content_t *.{png,gif,css,]js}
chcon -t httpd_sys_script_exec_t *.cgi

Once these commands have been run, the webinterface will work. However, an audit will be generated each
time one of the cgi-files are executed. In order to disable this audit, the sel i nux- pol i cy-t ar get ed- sour ces
package must be installed. Once this is installed, perform the following steps:

cd /etc/selinux/targeted/ src/policy/
echo "dontaudit httpd_sys_script_t |d_so_cache_t:file execute;" >> donains/misc/local.te
nake rel oad

After this the audit message will be disabled.

If you have trouble getting this to work, please take a loothmerror and access logs from your web-server. These
logs often help by pointing out errors in the configuratioedil

3.1.3. Debian Linux 5.0 and other Debian based systems

Debian users should download the entire SysOrb Server atpackage named:
sysorb-server-3. 8. 0-5316. debi an50. i a32. deb

for the 32-bit version and:

sysorb-server-3. 8. 0- 5316. debi an50- and64. x64. deb

for the 64-bit version

These files can be downloaded from http://www.evalesco.cims should also install on most Debian based
distributions, e.g. Ubunutu. Also, you should make suré¢ yba have root access to the system on which you are
installing the server software.

Install the packages with command:
dpkg -i sysor b-server-3. 8. 0-5316. debi an50. i a32. deb

You now have a SysOrb Server configured on your system. If ywve purchased SysOrb, you will need to install
you license file (Se&ection 3.Zor information about how you do this), before starting SgsdPlease consult
Chapter Sor detailed information about all possible configurati@rgmeters.
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Type /etc/init.d/sysorbd start to start the server for the first time. Per default SysOrb isupeto automatically
start in runlevel 2.

The installation script will automatically configure anaaliin your apache configuration for the SysOrb Web
interface.

Note: The installation script tries to add the Alias to the Apache configuration files in / et ¢/ apache/ . If your
system does not have the configuration files in this directory edit them manually to export the directory www in
the SysOrb Web Interface installation directory as / sysor b/ . Make sure you allow execution of CGI scripts.
If you installed the SysOrb Web Interface from the above mentioned debian package, the Web-interface is
located in/ var/ sysor b/ www.

Please remember to restart the Apache web server afterghasgitalled the SysOrb Web Interface. The web server
must re-read its configuration in order to recognize the heysor b/ alias.

Once this is done, you should be able to see the login page(errar page if your server is not yet running) by
going to the URL http://localhost/sysorb/.

If you have trouble making this work, please take a look ingher and access logs from your web-server. These
logs often help by pointing out errors in the configuratioedil

3.1.4. SUSE Linux Enterprise 11

SuSE Linux 11 users should acquire the file:
sysorb-agent - 3. 8. 0-5316. sl es11-x86.ia32.rpm

for the 32-bit version and:

sysor b-agent - 3. 8. 0- 5316. sl es11- and64. and64. r pm
for the 64-bit version.

These files contain the entire SysOrb Server software packagd are available for download from
http://www.evalesco.com.

In order to install the SysOrb Server, you must have rootsxtethe system.

Install the SysOrb Server using your favorite RPM utilityor(f support on the RPM utility, see
http://www.redhat.com), or using the plaipm command e.g.:

rpm -Uvh sysor b- agent - 3. 8. 0- 5316. sl es11-x86. i a32. rpm

You now have a SysOrb Server configured on your system. If ywve purchased SysOrb, you will need to install
your license file (Se8ection 3.Zor information about how you do this). S€hapter Sor information on how to
configure your newly installed SysOrb Server.

Type /etc/init.d/sysorbd start to start the server for the first time. Per default SysOrb isupeto automatically
start in runlevel 3 and 5.

The installation script will automatically configure anaaiin your apache configuration for the SysOrb Web
interface.

Note: The installation script tries to add the Alias to the Apache configuration files in / et ¢/ htt pd/ . If your
system does not have the configuration files in this directory edit them manually to export the directory ww in
the SysOrb Web Interface installation directory as / sysor b/ . Make sure you allow execution of CGI scripts. If
you installed the SysOrb Web Interface from the above mentioned RPMs, the SysOrb Web interface installation
directory is / var / sysor b/ www.
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Remember to restart the Apache web server after havindlatthe SysOrb Web Interface. The web server must
re-read its configuration in order to recognize the newsor b/ alias.

When this is done, you should be able to see the login page @mranpage if your server is not yet running), by
going to the URL http://localhost/sysorb/.

If you have trouble getting this to work, please take a loothmerror and access logs from your web-server. These
logs often help by pointing out errors in the configuratioedil

3.1.5. Solaris 8, 9 and 10

SysOrb agent is avaiable for Solaris 8 and newer on UltraSgad for Solaris 10 on 32-bit and 64-bit x86 plat-
forms.

Solaris users on x86 should download the entire SysOrb Bsofevare package named:
sysorb-server-3. 8. 0-5316. sol ari s10-x86.i a32.Z

Users of Solaris on UltraSparc should download:

sysorb-server-3.8.0-5316. sol ari s8. sparcv9. Z

In order to install the SysOrb Server, you must have rootsxtethe system.

First unpack the file using eg.:

uncompresssysor b- server-3. 8. 0-5316. sol ari s8. sparcv9. Z

You can now type:

pkgadd -d sysor b- server - 3. 8. 0-5316. sol ari s8. sparcv9

You now have a SysOrb Server configured on your system. If ywve purchased SysOrb, you will need to install
you license file (Se&ection 3.2or information about how you do this), before starting Sgfs@lease consult
Chapter Sor detailed information about all possible configurati@rgmeters.

Type /etc/init.d/sysorbd start to start the server for the first time. Per default SysOrb isupeto automatically
start in runlevel 3.

The SysOrb server must be accessed through a Web-interflage,cgi and other files are placed in
/ opt/ SYSCsoser/ var/ sysor b/ ww/ . You must manually configure your web-server to be able tesxthis
directory, and executecgi programs. Please remember to sef ugex. cgi as the default file to show, as the
directory contains nondex. ht ni file.

Once this is done, you should be able to see the login paga (errar page if your server is not yet running) by
accessing your web server.

If you have trouble making this work, please take a look ingher and access logs from your web-server. These
logs often help by pointing out errors in the configuratioadil

3.2. Installing a license file

If you have purchased a license for SysOrb, you need to liitsédler you finished the installation of SysOrb.

The installation is simple. Just overwrite the algsor b. | i ¢ file with the one that you downloaded from the
license manager. The default license location on Microdffidows is:

install-dir\Config\sysorb.lic
On Debian, SUSE and Red Hat Linux systems it is:

/etc/sysorb/sysorb.lic
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On Mandrake systems it is:
/etc/opt/sysorb-server/sysorb.lic
And on Solaris it is:

[ etcl/sysorb/sysorb.lic

Once the license file is in place, you will need to restart the(Bb Server in order for it to notice the change of
the license. If you are not certain that the installationhef hew license worked, you can look in ther ver . | og
for a line that says:

[dbns]: License is valid for xx servers and xx agents.

3.3. Upgrading the SysOrb Server

10

This chapter describes the steps necessary to upgrade gQutSserver to version 3.8.0.

If you are running SysOrb 2.6.x or 2.4.x you simply upgradestmpping the SysOrb server, installing the new
package, and starting the new SysOrb server afterwards.aldbase conversion is needed. However to get the
most use of the new NodeClass features, we recommend thatrnymrt the default NodeClasses shipped with
SysOrb 3.0.

3.3.1. Importing the default NodeClasses

SysOrb 3.0 ships with some default NodeClasses. Theseeslggovides an example of how one can use the
NodeClasses to create a hierarchy that can identify mafsreift kinds of machines. Many of the default Node-

Classes also contain information about how SysOrb can aitoatly discover whether a given node belongs to

the NodeClass.

Note: You can only import the default NodeClasses when you have upgraded your SysOrb Server to at least
version 3.0. Also note, that if you started with SysOrb 3.0, the NodeClasses are included in the default database.

To import the default NodeClasses you must use the command:
sysorb-importer -l username -f nodeclasses.xmi

In most Unix systems the sysorb-importer program is locatede path. On Mandrake systems the program is lo-
cated i/ opt / sysor b- ser ver/ bi n, and on Windows systems they are locate@ihPr ogr am Fi | es\ SysOrb
Server\. Thenodecl asses. xnl is located in the same directory as the SysOrb database@itesnost unix
systems this is i var/ sysor b (Mandrake is/ var/ opt/ sysor b-server). On Windows it iSC: \ Pr ogr am

Fil es\SysOrb Server\ Config.

Upon execution, the sysorb-importer will ask you about tagspvord for the username specified on the command
line. Once entered the program will import all the NodeGéasand when it is finished, you can access the Node-
Classes from the SysOrb Web Interface.

3.3.2. Upgrading from earlier than 3.0.3

If you are upgrading from a release earlier than 3.0.3, yostmpgrade to SysOrb 3.0.3 or SysOrb 3.2 before you
can proceed with the upgrade to the current version.
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Upgrades from version 2.2.x:  If you are running SysOrb version 2.2.x, please see the administrators guide
for SysOrb 3.0.3 or SysOrb 3.2 for specific notes regarding the upgrade.

Because of various updates to the structure of the SysOalbalse, the current version of SysOrb requires that the
database has been upgraded to at least version 3.0.3 bedoaeitbmatic upgrade procedure can continue. Once
you have SysOrb 3.0.3 or SysOrb 3.2 running with your da@basu can upgrade SysOrb to the current version.
SysOrb will then automatically update your database.

3.4. Installing the SysOrb Agent

The SysOrb Agent is a very light piece of software, with vexw tonfiguration options. It retrieves its configuration
from the SysOrb Server during normal operation, so the oahfiguration actually needed on the agent side (for
the basic agent functionality) is the list of SysOrb serterahich the Agent should check in, and a name and a
SysOrb domain used by the agent to identify itself to the Sgs@rver.

You can use the DNS name of the host as the Agent name, or youseathe host's IP address. Both options
will allow the SysOrb server to perform NetChecks and snnmgaRh on the host too, provided that the given DNS
name or IP address is actually reachable from the SysOrteSéfwou do not need to perform NetChecks or
snmpChecks on the host, the Agent name can be chosen freely.

On the SysOrb server you are supposed to create a node waRdbesame name as specified in the configuration,
in the specified domain.

Tip: Node Labels: Itis usually undesirable to have a list of IP addresses displayed in the web interface, as the
sole means of identifying one’s monitored systems. Yet, it is sometimes a requirement that IP addresses be
used for the agent names (for example, if the agent hosts do not have DNS names).

Node Labels are a solution to this problem. When configuring the agent, in the web interface, the user is pro-
vided with both an agent host name entry field (which is mandatory), and an optional "node label" entry field.
Any descriptive name can be inserted into the node label field - it will then be displayed in the usual web inter-
face host listings afterwards. The node label does not affect interaction with either NetChecks, SNMPChecks,
or the agent - it is purely a displayed name.

Notice: When upgrading from version 2.4.0 you must take speeire of any log checks activated on a SysOrb
Agent. SeeSection 3.5or details.

To actually tell the SysOrb Server to monitor a specific Sygs®gent you need to use the SysOrb Web Interface.
SeeUser’s Guide to the SysOrb Monitoring SystEmnmore information on how to use the SysOrb Web Interface.

3.4.1. Microsoft Windows XP / Server 2003 / Server 2008

The SysOrb Agent installation package is named:
sysor b-agent - 3. 8. 0- 5316. wi nxp- x86. nsi

for 32-bit based installation or:

sysor b-agent - 3. 8. 0- 5316. wi nxp- and64. nsi
for a 64-bit based installation.

This file can be downloaded from http://www.evalesco.comstart the installation procedure, either double click
on the downloaded file, or execute the following command énGommand Prompt:

msiexec -isysor b- agent - 3. 8. 0- 5316. Wi nxp- x86. nsi
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When following the instructions in the installation progrgmease notice the dialog asking for SysOrb Server
Name, SysOrb Domain and SysOrb Agent Namdf the SysOrb Server Name is incorrectly entered the SysOrb
Agent will not be able to send monitoring information to thesSrb Server. If the names cannot be entered during
installation they can later be changed as describ&hepter &f this document.

Upgrade note: If you need to manually upgrade the SysOrb Agent package, you can proceed in two ways. The
simplest way is to start by uninstalling the SysOrb Agent, through Add/Remove Programs, and then install the
new package. However that will remove the configuration and requires that the key is released on the SysOrb
Server. The other solution is to run the following command in the Command Prompt:

msiexec -i sysor b- agent - 3. 8. 0- 5316. wi nxp- x86. nsi REINSTALL=ALL REINSTALLMODE=vomus

Performing the upgrade this way, will retain all your configuration, and will not require a release of the Agent’s
key. Please note that the upgrade command above is case sensitive and must be written exactely as shown.

3.4.2. Microsoft Windows NT / 2000

The SysOrb Agent installation package is named:
sysor b-agent - 3. 8. 0-5316. wi n32. i a32. exe
This file can be downloaded from http://www.evalesco.commpBy run the file to start the installation procedure.

When following the instructions in the installation progrgmease notice the dialog asking for SysOrb Server
Name, SysOrb Domain and SysOrb Agent Namdf the SysOrb Server Name is incorrectly entered the SysOrb
Agent will not be able to send monitoring information to thesQrb Server. If the names cannot be entered during
installation they can later be changed as describ&himpter 8f this document.

Note: On the SysOrb download page an installation HOWTO is available, which provides a screen by screen
walk-through of the Agent installation.

3.4.3. Microsoft Windows Server 2003 on Itanium

The SysOrb Agent installation package is named:

sysor b-agent - 3. 8. 0- 5316. wi n64. i a64. nsi

This file can be downloaded from http://www.evalesco.comstirt the installation procedure, either double click
on the downloaded file, or execute the following command éGommand Prompt:

msiexec -isysor b- agent - 3. 8. 0- 5316. wi n64. i a64. nsi

When following the instructions in the installation progrgmtease notice the dialog asking for SysOrb Server
Name, SysOrb Domain and SysOrb Agent Namdf the SysOrb Server Name is incorrectly entered the SysOrb
Agent will not be able to send monitoring information to thesSrb Server. If the names cannot be entered during
installation they can later be changed as describ&hipter 8f this document.

Upgrade note: If you need to manually upgrade the SysOrb Agent package, you can proceed in two ways. The
simplest way is to start by uninstalling the SysOrb Agent, through Add/Remove Programs, and then install the
new package. However that will remove the configuration and requires that the key is released on the SysOrb
Server. The other solution is to run the following command in the Command Prompt:

msiexec -i sysor b-agent - 3. 8. 0- 5316. Wi n64. i a64. nsi REI NSTALL=ALL REl NSTALLMODE=vonus

Performing the upgrade this way, will retain all your configuration, and will not require a release of the Agent’s
key
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3.4.4. Red Hat Enterprise Linux 5

Users of Red Hat Enterprisie linux should download either:
sysor b-agent - 3. 8. 0- 5316. r hel 5- x86. i a32. rpm

for 32-bit based installation or:

sysor b-agent - 3. 8. 0- 5316. r hel 5- and64. and64. r pm
for a 64-bit based installation.

You can download these files from http://www.evalesco.cAlso, you should make sure that you have root access
to the system on which you are installing the Agent Software.

Note: These packages are for the newer enterprise Red Hat editions. If you are using an older version of Red
Hat Linux, please download and install the package for Red Hat Linux 7.2 instead.

Use the RPM utility to install the package. Example:
rpm -Uvh sysor b- agent - 3. 8. 0- 5316. r hel 5-x86. i a32. rpm
This should successfully install the SysOrb Agent on yostey.

Please rea@hapter &efore you start the agent. The agent must know where to Brsiver before it will be able
to do anything useful.

In order to start the SysOrb Agent after the installatiopgtyn the commandetc/rc.d/init.d/soagent start Per
default the Agent is configured to start in the runlevels 3%and

3.4.5. Red Hat Linux 7.2, 7.3, 8 and 9

First you should download the appropriate package. For Rgd’12 and newer, it is the file named:
sysor b-agent - 3. 8. 0-5316.rh72.ia32.rpm

You can download these files from http://www.evalesco.cAlso, you should make sure that you have root access
to the system on which you are installing the Agent Software.

Note: The package for Red Hat 7.2, also works on newer versions of Red Hat, i.e. 7.3, 8 and 9. For RedHat
Enterprise Linux, please follow instructions in the previous section.

Use the RPM utility to install the package. Example:
rpm -Uvh sysor b- agent - 3. 8. 0-5316. rh72.i a32.rpm
This should successfully install the SysOrb Agent on yostey.

Please rea@hapter &efore you start the agent. The agent must know where to firsiver before it will be able
to do anything useful.

In order to start the SysOrb Agent after the installatiopetyn the commandetc/rc.d/init.d/soagent start Per
default the Agent is configured to start in the runlevels 3%nd
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3.4.6. Debian GNU/Linux 5.0 and other Debian based systems

Debian 5.0 users can download the installation package dtame
sysor b-agent - 3. 8. 0- 5316. debi an50. i a32. deb

for the 32-bit version and:

sysor b-agent - 3. 8. 0- 5316. debi an50- and64. x64. deb

for the 64-bit version.

The file can be downloaded from http://www.evalesco.conis $hould also install on most Debian based distribu-
tions, e.g. Ubunutu. Also, you should make sure that you hasaccess to the system on which you are installing
the agent software.

Use the dpkg utility to install the package, e.g.:

dpkg -i sysor b- agent - 3. 8. 0- 5316. debi an50. i a32. deb

This should successfully install the SysOrb Agent on yostey.

Please rea@hapter &efore you start the agent. The agent must know the namea sEitver, to be able to checkin.

Then typeletc/init.d/soagent startto start the agent for the first time. Per default the Agenétap to automati-
cally start in runlevel 2.

3.4.7. Debian GNU/Linux 2.2, 3.0 and 4.0

Users of older Debian based installations (pre 5.0) can tadrthe installation package named:
sysor b-agent - 3. 8. 0- 5316. debi an22. i a32. deb

The file can be downloaded from http://www.evalesco.consoAYou should make sure that you have root access
to the system on which you are installing the agent software.

Use the dpkg utility to install the package:

dpkg -i sysor b- agent - 3. 8. 0- 5316. debi an22. i a32. deb

This should successfully install the SysOrb Agent on yostey.

Please rea@hapter &efore you start the agent. The agent must know the namea gEitver, to be able to checkin.

Then typeletc/init.d/soagent startto start the agent for the first time. Per default the Ageneiup to automati-
cally start in runlevel 2.

3.4.8. Mandrake Linux 9.0

Mandrake users can download the installation package named
sysor b-agent - 3. 8. 0- 5316. ndk90. i a32. rpm

This file can be downloaded from http://www.evalesco.cotsoAyou should make sure that you have root access
to the system on which you are installing the Agent Software.

Use the RPM utility to install the package. Example:
rpm -Uvh sysor b- agent - 3. 8. 0- 5316. ndk90. i a32. r pm
This should successfully install the SysOrb Agent on yostey.

Please rea@hapter &efore you start the agent. The agent must know where to frsiver before it will be able
to do anything useful. You can also run the following commtmbave the agent detect a suitable configuration if
you have a running SysOrb server on the local subnet.

/etc/rc.d/init.d/sysorb-agent configure
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In order to start the SysOrb Agent after the installatiopgtin the commandetc/rc.d/init.d/sysorb-agent start
Per default the Agent is configured to start in the runlevela@5.

3.4.9. SUSE Enterprise Linux 11

If you use SUSE Enterprise Linux 11 or any newer version, yaukl download
sysorb-agent - 3. 8. 0-5316. sl es11-x86.i a32.rpm

for the 32-bit version and:

sysor b-agent - 3. 8. 0- 5316. sl es11- and64. and64. r pm

for the 64-bit version.

from http://www.evalesco.com. Also, you should obtaintraocess to the system where you wish to install the
SysOrb Agent.

Use the RPM utility to install the package, eg.:
rpm -Uvh sysor b- agent - 3. 8. 0- 5316. sl es11-x86. i a32. rpm
This should install the SysOrb Agent on your system.

Please rea@hapter &efore you start the agent. The agent must know where to firsiver before it will be able
to do anything useful.

3.4.10. SUSE Linux 8.2 and SuUSE Linux 9.0

If you use SuSE Linux 8.2 or 9.0, you should download
sysor b-agent - 3. 8. 0-5316. suse82.i a32.rpm

from http://www.evalesco.com. Also, you should obtaintraocess to the system where you wish to install the
SysOrb Agent.

Use the RPM utility to install the package. Example:
rpm -Uvh sysor b- agent - 3. 8. 0- 5316. suse82. i a32. rpm
This should install the SysOrb Agent on your system.

Please rea@hapter &efore you start the agent. The agent must know where to firsiver before it will be able
to do anything useful.

3.4.11. FreeBSD 6.0

To install the SysOrb Agent on a machine running FreeBSD 6riewer, download the file named:
sysor b-agent - 3. 8. 0-5316. freebsd6. i a32.tgz

From http://www.evalesco.com. This package containsy#vizrg needed in order to make a computer check in
status information regularly to the SysOrb Server.

Note: The FreeBSD 6.0 agent also work with newer releases of FreeBSD, such as FreeBSD 7.0 and 8.0

Please note, you must have root access to the system on whidrg installing this software.
You can now type:

pkg_addsysor b- agent - 3. 8. 0-5316. f reebsd6. i a32. t gz
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This will install the SysOrb Agent for FreeBSD 3.5.

Your SysOrb Agent should now be installed. Please re&hapter8 to see how the
/usr/1ocal / etc/ sysorb/ agent. conf agent configuration file should be set up.

In order to start the SysOrb Agent after the installatiopgtiusr/local/etc/rc.d/soagent.sh start

3.4.12. Sun Solaris 8, 9 and 10

To install the SysOrb Agent on a machine running Solaris 8ewar on UltraSPARC processor, you should
download the file named:

sysor b- agent - 3. 8. 0- 5316. sol ari s8. sparcv9. Z, or
sysor b-agent-3. 8. 0-5316. sol ari s10-x86. i a32. Z, if running Solaris 10 on and Intel x86 processor

These files is available from http://www.evalesco.com. paekages contains everything needed in order to install
the SysOrb Agent.

Please note, you must have root access to the system on whicrg installing this software.
First unpack the file (using the UltraSPARC version as exainpl

uncompresssysor b- agent - 3. 8. 0- 5316. sol ari s8. sparcv9. Z

You can now type:

pkgadd -d sysor b- agent - 3. 8. 0- 5316. sol ari s8. spar cv9

Your SysOrb Agent should now be installed. Please @hdpter 8o see how thé et ¢/ sysor b/ agent . conf
agent configuration file should be set up.

In order to start the SysOrb Agent after the installatiopgtfetc/init.d/soagent start

3.4.13. IBM AIX 5.3

To install the SysOrb Agent on a machine running AlX 5.3, dimad the file named:
sysor b-agent - 3. 8. 0- 5316. ai x53. pw 2. bf f

The file can be downloaded from http://www.evalesco.conis Package contains everything needed in order to
install the SysOrb Agent.

Please note, you must have root access to the system on whidrg installing this software.
You type:
installp -a -d sysor b- agent - 3. 8. 0- 5316. ai x53. pw 2. bf f all

Your SysOrb Agent should now be installed. Please @hadpter 8o see how thé et ¢/ sysor b/ agent . conf
agent configuration file should be set up, or you can run theviiig command to have the agent detect a suitable
configuration if you have a running SysOrb server on the lsahhet.

sysorb-testconf/ et ¢/ sysor b/ agent . conf configure

After configuring the Agent, you can start it by executingr/shin/soagent

3.4.14. Novell NetWare 5.1 and 6.0

To install the SysOrb Agent on Netware 5.1, you need to domahtbe ZIP archive named:
sysor b-agent - 3. 8. 0- 5316. nwb1. zi p
To install the SysOrb Agent on Netware 6.0, you need to doaghtbe ZIP archive named:
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sysor b-agent - 3. 8. 0- 5316. nw60. zi p

The file can be downloaded from http://www.evalesco.coms Plackage contains everything needed in order to
install the SysOrb Agent.

On your workstation, follow these steps in order to createeBNtire installation floppy for the agent:

- First, unzip the archive

- Format a floppy disk - please make sure to use a fresh floppytaliakoid errors when installing. Old floppy
disks are unreliable, and floppy disk errors are common omeldia.

+ Label the floppy disk - the disk should be nangahGENT1.

« Now copy the extracted files from the ZIP archive, onto thedogisk.

Labeling the floppy disk:  When labeling the floppy disk under Windows, users have reported various problems
using the graphical user interface to label the disks. A floppy disk can safely be labeled using the command
line tools though. Start up a command line (choose "run" in the Start menu, and type either cnd or conmand),
and type the following: | abel a: soagent 1

Now the install floppy disk is ready to be used on your NetWamess. Follow the installation steps below, to
install the agent on your server. The installation happeirsguthe NetWare Console on the server where you are
installing the agent

« Start thenwconf i g utility from the NetWare Console
+ Select theProduct Options menu option.
+ Select thdnstall a product not listed menu option.

- Please make sure that the installation floppy is in the dthen press enter to allow thewconf i g utility to
search for packages on the floppy drive.

- You should now have the option to install the SysOrb Agentitimdssociated configuration file.

You must now configure your SysOrb Agent. Use théit editor to edit the agent configuration file
SYS: SYSORB\ AGENT. CFG. Typically you will need to set three parameters in the file:

- server_list: Thisis the name of the SysOrb Server - the name or IP addeebei®e, must be the name or the
IP address of the SysOrb Server, and the server must be #adian the Agent machine

- nane: This is the name of the Agent machine. This must matchctlythe name given for the agent host when
configuring it in the Web interface.

« domai n: This is the SysOrb domain in which the agent host was plandde Web interface. For example, if the
agent was placed in the root domain, the domain path is sitiplif it was placed in a folder named "Sales",
the domain is "Sales". Sub-folder names are separated mdpelike DNS domain names, so a folder named
"Research" placed under a folder named "Head", will cowedo "Head.Research".

Finally, you can load the agent NLM. We recommend that youlséollowing command line to load the module:
| oad protected sys:\sysorb\soagent.nlm

In order to ensure that the agent starts again automatidaihe server is rebooted, this command line should be
appended to th8YS: SYSTEM AUTOEXEC. NCF file.

© Evalesco A/S 17



Chapter 3. Installing SysOrb

3.5. Upgrading LogChecks from SysOrb 2.4.0
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The LogChecks configuration has changed between SysOrlione?s4.0 and 2.4.1. This means that any
LogChecks configured on a version 2.4.0 system must be mgmaabnfigured on the new version in order to
work after upgrading.

In version 2.4.0 all configuration data including paths tgfiles and matching rules was defined on the agent in
the log configuration file (default: log.conf), specified retagent configuration (default: agent.conf). This would
make the log files available for monitoring on the SysOrb 8erv

In version 2.4.1 and up only the paths for the logfiles to mani defined in the log configuration file. The
matching rules configuration has been moved to the SysOxerséturthermore, the LogCheck logic has been
much improved. This means you have a few more configuratitiorog

In order to move version 2.4.0 LogChecks to version 2.4.1 yeed to do the following after upgrading your
SysOrb server (See théser's GuideandSection 8.5or more information on LogChecks):

« Rename the log configuration file (default: log.conf) on tke@rb Agent host to log.conf.old.
As an example, we take that the above file contained a LogGdefakition like this:
[ Sysl og]

| ogfile="/var/l og/ messages’;

i ncrenental ;

rul es
"ARPC:. garbage’: warn;
"Anfs:.xserver K : ok;
"Anfs:’: warn;

- Make a new log configuration file in place of the original and #te path of each log file you want to monitor,
one path per line.

With the above example, you would insert this one line:

/var /| og/ messages

« Auto-upgrade the agent, or manually upgrade the Agent.
- If doing manual upgrade, make sure to restart the SysOrbtAgen

« Using the Web interface go to the AgentCheck configuratiatodi. In order to do this, click configure, find the
host and click edit. Click AgentChecks. Click 'Rescan’. War next Agent Checkin (default: 30 seconds) and
Click 'Show all'. Click the 'log checks’ folder and click dawthrough the tree to reach the desired log file. Click
'TAdd]’ on the log file to be monitored.

« Copy the rule lines (not including the rules keyword itsélfim the ’log.conf.old’ file, to the Rules text box in
the web interface.

With the above example, you would enter the following in thies field:

"ARPC:. garbage’: warn;
"Anfs:.*server K : ok;
"Apfs:’: warn;

+ Click OK.

Be sure to read theser’s GuideandSection 8.5or more information the LogChecks and the enhanced configu-
ration options.
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3.6. Unattended installation on Windows

In order to do an unattended on Windows, one must useghexec program from the command line. The basic
syntax of an unattended installation is:

msiexec /passive kysor b- agent - 3. 8. 0- 5316. wi nxp- x86. nsi

This will install the SysOrb agent using the default confagion options, meaning the SysOrb agent will most
likely have to be configured after installation.

To avoid having to configure the SysOrg agent after installairguments can be given to the installer changing
the default settings. Thmsiexeccan be given properties as Property=PropertyValue on timerand line.

The SysOrb agent installer uses a number of properties:

« AGENTNAME - The name of this SysOrb Agent.

« SERVERLIST - Comma seperated list of SysOrb servers thetapenld check in to.
+ AGENTDOMAIN - The domain for this SysOrb agent.

« AUTOUPGRADE - Set to 'true’ to

« LOGFILE - The full path to the agent log file.

+ LOGCHKCONF - The full path to the log check configuration file.

« SERVERPORT - The port the SysOrb server is listening on.

- LOGDAYS - The number of days between log file rotation.

+ LOGLEVEL - The amount of logging.

+ AUTOUPGRADE - Set to 'true’ to allow autoupgrade of the agéfalse’ otherwise.

So, in order to do an unattended installation of the SysOéntagith the namé&lySysOrbAgenthecking in to the
serverMySysOrbServedisallowing automatic upgrades, one could execute:

msiexec -passive -i sysorb-agent-3. 8. 0-5316. wi nxp-x86. nsi AGENTNAME=MySysOrbAgent
SERVERLIST=MySysOrbServer AUTOUPGRADE=false
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Once the SysOrb Agent is installed on every monitored machjiou will not have to upgrade the Agent man-
ually for each new release of SysOrb. Instead a special gackantaining the Agent for every platform will be
distributed with the SysOrb Server.

Notice: When upgrading from version 2.4.0 you must take sppeeire of any log checks activated on a SysOrb
agent. Se&ection 3.5or detalils.

Every time the Agent checks in to the Server, it will check thiee a new version of itself is available. If that is the
case, it will download the new version and upgrade itselfiit human intervention.

In order to enable this, all you have to do is copy the .spm fitaining the new Agent into
/var/ sysor b/ upgrade on non-Windows systems (except Mandrake, where the dised® located at
/var/ opt/sysorb-server/upgrade), or C:\Program Fi | es\ SysOb Server\Upgrade on Windows.
The the Agents will start downloading the next time they éhiec

Troubleshooting tip:  If the agents do not upgrade, you can try enabling the log_upgrade_debug switch on the
SysOrb Server and restart it. (See Chapter 5 for details on configuring the Agent) Within the first about 50 lines
written in server.log after the restart should be a line like

Scanni ng for autoupgrade packages in...

and immediately after the server will list the package files it finds.

The agent/server protocol is designed with the utmost @arsefcurity. The server has to authenticate itself using a
128 hit key, which is also used for encryption of subsequentraunication. The chances of a hacker intercepting
the transfer of an upgraded Agent executable are minimakeder, if the machine running the SysOrb Server is

otherwise compromised, a clever hacker would be able tio tiie SysOrb Server into sending any file as an Agent
upgrade, thereby gaining access to all the machines rudgegts.

If you will not risk this on your mission critical machinespy can instruct individual Agents not to download
executables from the SysOrb Server, no matter what therseays. (Se€hapter &or details on configuring the
Agent)

4.1. Auto-upgrade with SysOrb Satellites

The installed auto-upgrade packages are local to the SyS@mnler or Satellite they are installed on. This means
that the auto-upgrade packages needs to be installed ops@Ir® Servers or Satellites where agents check-in, in
order to upgrade all the agents.
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The SysOrb Server offers a wide range of configuration optionboth debugging and troubleshooting, as well as
for performance tuning and administrative convenience.

The different ports of the server have similar configuratptions, but the actual way in which the configuration
options are accessed differ, depending on which platformaye running. On Unix-like systems the configuration
is stored in files and on Microsoft Windows NT / 2000 the confagion is stored in the system registry.

After a configuration change, you will have to restart the@ysServer service (a complete server reboot is not
necessary).

5.1. Microsoft Windows NT / 2000

Server configuration is done in a program callegsOrb Config which can be found in the start menu. This
program includes detailed descriptions of each option.

The program is located in thr ogr ans folder specified during the installation.

5.2. Unix-like systems (FreeBSD, Linux and Solaris)

The configuration file is located in:

[ etc/ sysorb/server. conf

on all Unix-like platforms, except FreeBSD where it is |aghin:
/usr/local/etc/sysorb/server. conf

and Mandrake where it is located in:

[ etc/opt/sysorb-server/server. conf

This file contains the configuration for the server. If yourodpathis file you must restart the server for the changes
to take effect.

You can however make the server reopen its log file by sendiaggup signal§IGHUP) to thesysor bd process.
This is used in the logrotate script that accompanies thesen Linux.

The options of primary interest are likely to be the locatifrthe database files, and the logging options. See the
reference for detalils.

5.3. Configuration Options Reference

The configuration directives for the SysOrb Server fall initwe categories:

- Logging Options defines where the SysOrb Server should keep its logfiles arad iwformation should be
logged.

- Database Optionsdefines where the data files for the SysOrb Server's databasédsbe stored.

+ Network Connection Manager Optionsdefines what TCP port the SysOrb Server should use and how many
concurrent connections it will accept.

« NetCheck Manager Optionsdefines maximum number of NetChecks (e.g. mail server check)

- General SysOrb Server Optionsdefines other options for the SysOrb Server.
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« Alert Dispatcher Options defines how and to whom alerts will be given.
« SNMP options Optionsdefines various apects on how SysOrb should perform Snmp&€hec

- Grid Options defines options for a grid of SysOrb servers and satellites.

5.3.1. Logging Options

| ogdi r (path)

This is the location of the logfile. It is not the filename, the directory in which the file should be. The file
will be namedser ver . | og within the specified directory.

Default value (Unix)7 var/ | og/ sysor b

Default value (NT/2000):nst al I -di r\ Confi g

| og_assert (boolean)
Whether the server should log critical internal errors.

Default valueit r ue

| og_audi t (boolean)
Enable/disable audit logging - logging of all user intei@ts with the system.

Default valueif al se

| og_dbns_cpu (boolean)
Whether the database subsystem should log information &loewit spends its time.

Default valueif al se

| og_dbns_debug (boolean)
Whether the database subsystem should log informationaages.

Default valuef al se

| og_dbns_anomal y (boolean)

Whether the database subsystem should log information aleotatin situations, e.g. another part of sysorb
requesting infomation about an object which does not erighé database. Please note that there can be
perfectly valid reasons for such queries, for instance te6€CNHeck engine requesting information about a
NetCheck wich has just been deleted by a user.

Default valueif al se

| og_upl i nk_debug (boolean)
Whether the uplink (rental license and problem reportingpsgatem should log informational messages.

Default valueif al se

| og_t sdb_debug (boolean)
Whether the time series database subsystem should log iatiomal messages.

Default valueif al se

| og_socketi o_debug (boolean)
Whether the network connection manager should log infolonatimessages.

Default valueif al se
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| og_keygen_debug (boolean)
This option enables informational messages regardingebtifllman prime/generator pair generation.

Default valueif al se

| og_snnp_debug (boolean)
Whether the SNMP subsystem should log informational message

Default valueif al se

| og_snnpval _debug (boolean)
Whether the SNMP subsystem should log informational messalgeut the values it receive.

Default valueif al se

| og_general _debug (boolean)
Whether general debugging information should be logged.

Default valueif al se

| og_sched_debug (boolean)

Whether the event-scheduler should log informational ngessal hese messages are usually not very inter-
esting.

Default valueif al se

| og_al ar m debug (boolean)
Whether the central decision-making process (the alarne)aiould log informational messages.

Default valueif al se

| og_al ert _debug (boolean)

Whether the alert dispatcher should log informational mgssawvhich can be used for troubleshooting mail-
server or modem dialing problems. Set this to "true” if youdhproblems getting alerts via e-mail or numerical
pager.

Default valueif al se

| og_net check_debug (boolean)
This option enables informational messages from the NetiChmdule.

Default valueif al se

| og_i cnpcheck_debug (boolean)
This option enables informational messages from the ICNifgjpnodule.

Default valuef al se

| og_ssl _debug (boolean)
This option enables informational regarding the loadinthefSSL library used for SSL based NetChecks..

Default valuef al se

| og_report_debug (boolean)
This option enables informational messages from the Repodule.

Default valuef al se
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| og_f orecast _debug (boolean)
This option enables informational messages from the Fetecadule.

Default valueif al se

| og_upgr ade_debug (boolean)
This option enables informational messages regardingupdoade of the agents.

Default valueif al se

| og_scan_debug (boolean)
This option enables logging when the SysOrb Server recesas requests from agent machines.

Default valueif al se

| og_nodecl ass_debug (boolean)
This option enables logging about the NodeClass check agrafion engine.

Default valueif al se

| og_rout er_debug (boolean)
This option enables informational messages regardingrguting.

Default valueif al se

I og_I i nk_debug (boolean)
This option enables informational messages regardingigkdestablishment.

Default valueif al se

| og_station_debug (boolean)
This option enables informational messages regardingstgitibn to station communication.

Default valueif al se

| og_gridrpc_debug (boolean)
This option enables informational messages regardingridldRiPC communication.

Default valueif al se

| og_gridsync_debug (boolean)
This option enables informational messages regardingsgridhronisation.

Default valueif al se

5.3.2. Database Options

I ayout _conf (filename)
This is the file from which the database back-end reads tloitagformation which the Web-interface needs.
Default value (Unix)7 var/ sysor b/ | ayout . conf

Default value (NT/2000):nst al | -di r\ Confi g\ | ayout . conf
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dbrs_t sdb (filename)

This is the file in which the database back-end will store time{series database data. This file can become

rather large if many devices are monitored. The file grow$ wjpproximately 1 megabyte per monitored
check.

Linux-based systems note:  You can specify either a file on your filesystem, or a device-file for a block-
device (such as a disk partition or a RAID device) here.

Default value (Unix)7/ var / sysor b/ mai n. t sdb

Default value (NT/2000):nst al I -di r\ Confi g\ mai n. t sdb

dbns_odb (filename)

This is the file that keeps all configuration information aboosts, services, devices, users, groups, etc. Itis
the entire hierarchical configuration of your monitoredteyss and their users. This file also keeps passwords
for user accounts, so you should make sure that its permissie set correctly if you run the SysOrb Server
on a multiuser system with other interactive users.

Default value (Unix)7 var/ sysor b/ mai n. odb

Default value (NT/2000):nst al | -di r\ Confi g\ mai n. odb

dbms_odbj (filename)

This is the journal file for the aforementionedi n. odb meta-data database file. The journal provides an
efficient method for the SysOrb Server to guarantee datdastensy in the meta database. The default size of
this file is 8 megabytes, and the size will never change duhadifetime of the database.

Default value (Unix)7 var / sysor b/ mai n. odbj

Default value (NT/2000):nst al | - di r\ Conf i g\ mai n. odbj

Performance tip: The journal can be placed on a small but fast storage device, in order to improve overall

meta database performance. With the modest size of the journal, it is even possible to place it on a battery
backed SDRAM device.

dbns_buf f er _bl ocks (number of blocks)

This option specifies how many ODB blocks (default block s&& KiB) the sysorb-dbmsprocess will
keep in memory, to speed up normal database queries andcotinenon operations. The larger the value, the
more memory the database process will consume. The memerliead can be estimated by multiplying the
number of blocks with the block size - for example, 4096 b&owakll consume approximately 4096*8 KiB =
32 megabytes of memory.

Default value:4096

t sdb_buf f er _entri es (number of entries)

This option specifies how many data records (per check) tteamebe in the write buffer allocated allocated
for each check. Enlarging this buffer will give the time ssrmore freedom in choosing when to flush data to

disk, possibly increasing performance. The cost of an as@és a larger memory footprint of tegsorb-tsdb
process.

Default value:64
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tsdb_buffer_wite_nmi n (number of entries)

This option controls how many entries we want in the entrytevbiuffer before we start flushing entries to
disk. The larger this number, the fewer writes to disk willfeeded. It is, however, advised that this number
stays well below the sdb_buf fer _entri es parameter, so that the write buffers do not fill up. If a write

buffer is filled, flushing of the buffer will be forced, thergbmiting the freedom the database has to choose a
convenient time to flush the data.

Default value:one quarter of sdb_buffer_entries

t sdb_buf f er _age_nax (seconds)

This is the maximum allowed age (measured in seconds) oftayierthe write buffer. If an entry older than
this is found in a write buffer, entries from that buffer vk flushed (no matterifsdb_buffer_wite _nin

is exceeded or not. The larger this option is, the more freettee database will have in choosing when to
flush data. However, if the SysOrb Server machine loses powisrin some other way shut down without
giving sysorb-tsdba chance to flush the write buffers from memory to disk, albrds in the write buffers
will be lost. This option is used to limit the maximum amouhtiata loss.

Default value:600

tsdb_buf fer_fl ush_bat ch (number of buffers)

The time series database will go through its live write-brsfin a round-robin fashion. Each second, it will
considert sdb_buf f er _f 1 ush_bat ch buffers, and inspect whether each inspected buffer shauftlibhed
(either because afsdb_buf f er _age_max ort sdb_buf fer _write_ni n). This option controls how many
buffers are inspected each second. The higher the numieegréater the potential peak workload on the
database. If this number is low, compared to the number afkshim the system, it can however take a long
time for the database to actually discover that a buffer$eluries that are too old and should be flushed.

Default value:8

5.3.3. Network Connection Manager Options

socketi o_bi nd_port (integer)

This is the TCP port on which the Connection Manager wilklisfor incoming connections. The standard
SysOrb port is 3241, and there should be no reason to chaisgédf thou must use another port, make sure
that you change the port number both in the server, the agedtthe web interface configuration files.

Default value:3241

socketi o_max_connecti ons (integer)

This is the maximum number of concurrent connections thenection manager will accept. The number
should be sufficiently low not to overload the server, andicehtly high to allow service of both agents and
user interface. Both agent and user interface connectiensrdy active when needed, so this number can be
less than the number of agents and active users on the Sys@ittoing System. If you are seeing many
messages in the SysOrb Server log about connections bgiimg@recause high or low-water pressure, and
your SysOrb Server can handle the higher load, you shoidd this number.

Default value:300

socketi o_max_i nflight (integer)

This is the maximum number (in thousands) of check-in reghl connection manager will accept holding in
memory, before it starts refusing agent connections. Theqgse of this limit, is to prevent "check-in storms"
- a situation in which a large number of agents simultangoetstck in a very large number of results, causing
the server to slow down, in turn causing even more data toequpuBY limiting the number of results held
in memory and asking the agents to "check back later", theesean limit the load and prevent the overload.
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If this number is set too low, you may see the server refusyemnacheckins even though it is not too heavily
loaded.

Default value:10 (thousands)

socket i o_agent conf _rat e (integer)

This option defines how often a single SysOrb agent may réquediguration from the SysOrb server. It
is given as a number of seconds. Under normal operation, amtAgill only request this information when
re-started. If this limit is reached it usually points todsia problem with an agent restarting over and over.
There should be no reason to increase this limit.

Default value:600

socket i o_agent conf _bur st (integer)

This option defines how often a single SysOrb agent may régoefiguration from the SysOrb server. When
an agent has requested information this many times in a henaliove rate limit will be enforced.

Default value:s

agent _package_pat h (directory)

This option specifies the directory where the Network CotinoedVlanager should look for packages for the
agent autoupgrade. The directory is automatically scaoned in a while.

Default value (Unix)7 var / sysor b/ upgr ade

Default value (NT/2000):nst al | - di r\ Upgr ade

5.3.4. NetCheck Manager Options

net check_l i mi t_chil dren (integer)

This is the number of simultaneous TCP-based NetChecks#mtun at any given time. Checking mail-
server or web-server response times, or the response tiamgyafther TCP based service, will cause a check
program to run. This number limits how many check progranmsroa at any given time. The default value
should be sufficient for a very large number of NetCheck sesjias most checks only run for a few mil-
liseconds each. Setting this value too low will cause chéalk® queued but not lost. Setting it too high will
consume more system memory and possibly slow down the esytem thereby reducing the accuracy of
the NetChecks. It is better to leave this value low than gebitigh.

Note: Windows NT / 2000 has a hard limit of 30 children, and it is not recommended setting the value
above 25.

Default value (Unix)32
Default value (NT/200020

net check_process_pool _si ze (integer)

This option controls the size of the netcheck process pal 8ysOrb will spawn. Network checks to be
performed are scheduled amongst the processes in the paabimd-robin fashion. The default value of O
means that SysOrb will attempt to autodetect a sane valuenastiusers should not need to overrule this.

Default value :0 (aut odet ect)
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cust om net check_conf (filename)

This option points to the configuration file for the custom Gleecks. An example of how such a file should
be written can be seen in the custom_netcheck.conf.sampieisame directory as the main configuration
file.

net check_pi ng_spaci ng (integer)

This option defines the minimal spacing between ICMP ECHO BEST packets in microseconds, increase
this if your network equipment drops ICMP packets becaudmiiér overruns.

Default value:10000 us

dns_cache_secs (integer)
The maximal time SysOrb will cache the result of DNS lookupseconds.

Default value:86400 s

l'i bssl (filename)

In the event that the NetCheck engine cannot locate the B&iry, the excact path to the library can be
specified using the libssl option. If the libssl option is, ské NetCheck engine will only try to load the exact
specified library. Otherwise it will try a list of possiblemas for the library, and use the first one that loads.

Default value:not set

Note: This option is not available on Windows, as the SSL library is distributed with the SysOrb Server
package.

5.3.5. General SysOrb Server Options

wor ki ng_di r ect ory (pathname)

This is the directory that will be used as working directopthe server once it is running. It does not matter
much what this is set to, if all other filenames use absolutiesp@vhich they should). On UN*X systems and
Linux this option lets you set the working directory to sonhene outside of e.d.hone thereby allowing you

to unmount home without shutting down the SysOrb Server. On Microsoft Wiwdd\NT / 2000 this option
has no other effect than providing a base path for relatieadimes.

Default value (Unix)7/ var / sysorb
Default value (NT/2000):nst al | - di r

| i cense_pat h (pathname)
The SysOrb server will search this directory for thesor b. | i ¢ license file.
Default value (most Unix’es):et c/ sysorb

Default value (NT/2000):nst al | - di r\ Confi g

vari abl e_fil e (filename, Unix only)

This file is used for storing various non-critical valueseElgsor b user must have write access to this file.

NT note: This option does not exist on NT, because the information is stored in the sub-key Vari abl es in
the registry under SCSer ver .
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Default value (most Unix’es):var / sysor b/ vari abl es. ser ver

smem pr ef i x (path and filename prefix)

This location prefix is used when building up the absolutaéilaes of files used internally by SysOrb to set
up communications between the various processes that npake BysOrb server.

Default value (most Unix’es):var / sysor b/ smem
Default value (NT/2000)3Vem

smem si ze (size in megabytes)
Total size of the shared memory region used by the SysOrlepses for intercommunication.

A too small value will cause excessive communication ovadhen a busy server, while a too large value will
waste too much memory and may exceed operating system dteataie limitations on memory mapping
sizes.

Default value:128

resour ce_di rect ory (pathname)
The resource directory is the directory where pictures asefites used for email-alerts and -reports are kept.
Default value (most Unix’es):var/ sysor b/ r esour ces

Default value (NT/2000):nst al | - di r\ Resour ces

upl oad_serveri nf o (boolean)

This option controls whether this SysOrb server should gapdrtant information about its health to Evalesco
A/S. If enabled the SysOrb server will try uploading the mnfi@ation using the HTTP protocol.

Default valueif al se

al | ow_i nport _export (boolean)

In order to export or import sensitive data like passwordsd agent keys you need to enable this option.
This option should _only_ be set to true during import or ekpd&/hen enabled the system in vulnerable to
password and agent key sniffing among other things..

Default valueif al se

max_scan_processes (integer)
The maximum number of parallel jobs to run during AutoDisegv

Default value:8

al | owed_candi dat e_nodes (integer)

When a sysorb agent checks in to the server, but is not alreadigared on the server, a candidate node is
created. This candidate node can be viewed in the web integfad used to create a real node. This option
allows you to limit the number of candidate nodes that canrbthe server at one time. Futher agents will be
rejected without notice.

Default value:10
spar e_keypool _si ze (integer)

The SysOrb server will try to have this number of Diffie-Hedlmprime/generator pairs precalculated for
future agents checking in.
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Only if you have many agents registering with the SysOrbeseirv quick succession will it make sense to
increate this value.

Default value:s

keypool _reuse (integer)

The SysOrb server will use a Diffie-Hellman prime/generaiair for negotiating secret keys with this many
agents before discarding it.

Only if you have many agents registering with the SysOrbeseitv quick succession will it make sense to
increase this value.

Default value:1

passi ve (boolean)

If this option is enabled, the SysOrb server will perform netGhecks, generate no reports, not do AutoDis-
covery, or take any other action. It will still accept incamgiconnection from the web interface and from
SysOrb agents. This option is mostly useful for recovergnié has accidentally started an AutoDiscovery,
SNMP scan or the like, that turns out to slow down or crash {eO8b server.

Default valueif al se

5.3.6. Alert Dispatcher Options

mai | _server (hostname)

This is the name of the mail-server (a server accepting SMhRections, and willing to relay for the SysOrb
Server). It should be set to the name of a local mail relay an gie.

Default valuei ocal host

mai | _f r om(string)

This is the domain name that will be used in tHELO mail_from SMTP negotiation with the mail server,
when an alert is sent via e-mail.

Default value:l ocal donai n

reply_nmil _to (string)

This is the e-mail address that will be put in them: field of all e-mails sent by the SysOrb Server. It should
be a valid e-mail address of the SysOrb Server administiattie form of:user oruser @ost .

Default valuer oot @ ocal host . | ocal domai n

al ert _sns_subj ect (string)

Setting this option to a value, will make all SMS’s sent viaaginio SMS gateways have the same subject.
This can be useful, if the email to SMS gateway requires ti@aemail has identification in the subject.

Note: Even with this option set, it is still possible to override the subject individually by "Forcing" the subject
on a specific path, through the web-interface.
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al ert _defer_at_boot (minutes)

If the SysOrb Server has a lot of agents configured, it sonasteends out premature alerts, for agent checkin
etc. In order to prevent this, the alert_defer_at_boot gatify for how long in minutes the SysOrb Server
will defer sending out alerts, when it is started.

Default value:2

alert_retry_del ay (seconds)

If an alert transmission fails, this is the delay in secohas the SysOrb Alert module will wait until it re-tries
the transmission.

Default value:30

al ert_attenpts (integer)

This option specifies the maximum number of times the SysQebt Anodule will attempt the transmission
of a single alert message.

Default values

alert _to_incident_Iog (boolean)
This option controls wether SysOrb will log alert path ustmthe nodes incident log.

Default valueif al se

webi nterface_url (string)

This is the URL for the Web-interface that will be put in theralmessages, for the user to click on. It should
point on the preferred Web-interface for the server.

Default value:ht t p: / /1 ocal host/sysorb

modem port (filename)

This is the name of the modem device on your system. On Ukégiatforms, please make sure that the
sysor b user has both read and write access to the device pointedhstiyption, as the server will otherwise
be unable to use the modem.

Default value (Unix)7 dev/ nodem
Default value (NT/2000)coML

nodem opt i ons (String)

This comma separated list specifies the capabilities ofttheteed modem. The possible elements are

page

The modem is able to dial a numerical pager. (Any modem shuané this capability).
sms

Indicates that the modem supports the GSM 07.07 and GSM B7afB8ards.

Default valuepage

nmodem i ni t (String)
This string is sent to the modem before a number is dialed.

Default value:ATEO S7=20 S8=2
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nmodem si m pi n (String)
If you use the Siemens M20 GSM box for sending SMS messagestlgito your cellular phone, you must
supply the PIN code for the SIM card here, if one is needechi®SIM card to work.

modem baud_r at e (integer)

Use this option to set the baud-rate of the serial port Sys@ds to communicator with the modem. The
allowed values are 200, 300, 600, 1200, 2400, 3800, 960@Q, &B400.

Default value:19200

nodem pager _ti neout (seconds)

Use this option to set the maximal time to elapse between g @&nd ATH commands, when SysOrb is
dialing a numerical pager (or an analog phone.)

Default value:30

5.3.7. SNMP Options

max_snnp_t abl e_entri es (integer)
If SysOrb sees more that this number of entries in one SNMIR thlying a scan, the rest will be ignored.

You may increase this value if any of your SNMP devices hashaples. Please note that the SysOrb web
interface may navigate slowly in such cases.

Default value:500

snnp_nmex_r et rans (integer)

The number of retransmits that will be done if no responseecgived for SNMP probes during normal
operation.

Normally you should never need to change this value, butifr y®twork or the probed device is frequently
dropping UDP packets it may be necessary to increase this gightly.

Default value:3

snnp_max_r et rans_wal k (integer)

The number of retransmits that will be done if no responsedsived for SNMP probes during a SNMP walk
of a device.

Normally you should never need to change this value, butuf y@twork or the probed device is frequently
dropping UDP packets it may be necessary to increase this géightly.

Default value:s

snnp_ti nmeout _i nitial (integer)

SNMP probe packets are timed out and retransmitted if theyotoeceive a timely reply (hnumber of retrans-
mits are controlled by 'snmp_max_retrans’ and 'snmp_metxans_walk’). For each retransmit the timeout is
doubled, up to a maximum ceiling specified by 'snmp_timematx'. This value specifies the initial timeout
for the first packet, before retransmit, in milliseconds.

You should only ever raise this value if you experience thdt® probes often fail and you suspect this to be
due to dropped UDP packets on the network rather than a pnoblth the probed device.

Default value:500
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snnp_t i neout _max (integer)

SNMP probe packets are timed out and retransmitted if theyoticeceive a timely reply. For each retransmit
the timeout is doubled, up to a maximum ceiling specified liyplarameter. This value is in milliseconds.

You should only ever raise this value if you experience tiditI® probes often fail and you suspect this to be
due to dropped UDP packets on the network rather than a pnoblth the probed device.

Default value:

snnp_packet _spaci ng (integer)

This option defines the minimal spacing between SNMP padaketécroseconds, increase this if your network
equipment drops SNMP packets because of buffer overruns.

Default value:10000 us

5.3.8. Grid Options

ssec_keyl engt h (bits)
This SysOrb station (server) will generate RSA station keiis this many bits.
Default value:1024

ssec_mi n_keyl engt h (bits)
This SysOrb station will require RSA keys from other stasiém be at least this many bits.
Default value:1024

ssec_secr et _keyl engt h (bits)
This SysOrb station will generate AES session keys withriiasy bits

Default value:256

ssec_secret _m n_keyl engt h (bits)
This SysOrb station will require AES session keys from o#tiations to be at least this many bits.

Default value:128

ssec_secret _|ifetime (seconds)
Determines how often session keys should be replaced

Default value:600

grid_default_ttl (integer)
Default TTL for grid messages

Default value:8

mast er _noti fy_queue (integer)

The maximum number of pending updates that a SysOrb masiiekegp track of. If the satellite fails to
acknowledge them, the master will kick the satellite.

Default value:8192

satel lite_tsdb_async (integer)
The maximum number of timeseries being propagated fromatedlite at one time

Default value:32
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5.4. Troubleshooting HTTPS/IMAPS/POP3S problems

34

The SysOrb Servers SSL support uses the OpenSSL libramesll @latforms except Windows, it uses the version
of OpenSSL that ships with the operating system. This chaletgcribes how to troubleshoot SSL check problems
on the Unix-like platforms.

The most common problem is that the check shows "No Connécéeen though the service is accessible. It
usually happens because the OpenSSL library is not indtalighe host OS. If this is the case, you will be seeing
"No connection” errors in the SysOrb Web Interface, and #émees log will contain the following message:

Coul d not load SSL-library. Please check the admi nistrators guide for information
about how to fix this problem

The first thing to check is that the OpenSSL library is inslbn the host OS. How to ensure this can be seen in
the list below:

Most Linux and FreeBSD
On the platforms that aren’t mentioned below, the SysOrbe3grackage depends on the OpenSSL package
being installed. So if the SysOrb Server package can bdlgdtéhe OpenSSL library is also installed.
Mandrake/Mandriva

On Mandrake/Mandriva one dfi bopenssl! 0, | i bopenssl 0. 9. 7 or | i bopenssl| 0. 9. 8 should be in-
stalled.

Please consult the Mandrake/Mandriva documentation forrnmation about how to install one of these pack-
ages.
Solaris

On solaris there are two options for providing OpenSSL. Olai# 10, an OpenSSL library package is
included in the operating system. This package is cafledopenssl! -1i braries. On Solaris 8 and 9
OpenSSL is not a part of the operating system. However an £plempackage can be downloaded from
http://www.sunfreeware.com.

To check if one of these packages are installed you shoultliex¢he following commands:
pkginfo - SUNWopenssl-libraries
pkginfo -I SMCossl

If one of these commands succeeds in printing out informaatioout the package, the OpenSSL library is
installed.

If none of these packages are installed, you should instalbdthem. For Solaris 10, please consult the Solaris
documentation for information about how to install 8iNWopenssl - 1 i br ar i es package. For Solaris 8 and
9, follow the instructions available from http://www.sueéware.com.

It is not necessary to restart the SysOrb Server, if the OBkriBrary was installed while the SysOrb Server was
running.

If the OpenSSL library is installed, and SysOrb still canfiod the OpenSSL library, you can specify the exact
location of libssl.so (or similar named), by using thiebssl server configuration option. S&ection 5.3.4or
information about this option.

If you instead get a message stating
Error loading library

or
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Error dynamically |oading function

it means that your version of OpenSSL is incompatible wits@p. In this case you should either upgrade to a
newer version provided by your OS provider, or download th&se code from http://openssl.org and compile it
by hand. Instructions on how to do this can be found on the 88eérhomepage. Note that after the installation, it
might be necessary to use thiebss! to get the SysOrb Server to use the correct version of openssl

5.5. On the fly debug logging

SysOrb has the ability to add debug logging on the fly withoaiiig to restart the service. The extra debug
information will be added in the "server.log" file.

To add debug logging, simply create a new empty file in the logctbr, naming it according to the information
you want to add to the serverlog. It is important that the manaif the files, does not include any extensions. Once
they have been placed in the correct directory, the logdiogilsl start to add data to the server.log

Default settings for where log files are placed, and wheréateheck-files should be added, are:

- Default log directory (Unix): /var/log/sysorb
- Default log directory (Windows): install-di\Config

To avoid that you get huge log files, you should only add debggihg when needed. Once you do not need the
debug logging, you simply delete the files again, and theifapwill stop.

Below is a list of filenames that can be used to add the debwgrigg

Look in Section 5.3.10 get more detailed information about the debug loggingpogt

log_dbms_debug
log_tsdb_debug
log_dbms_anomaly
log_socketio_debug
log_keygen_debug
log_snmp_debug
log_snmpval_debug
log_general_debug
log_sched_debug
log_alarm_debug
log_alert_debug
log_broadcast_debug
log_brdc_frag_debug
log_time_debug
log_netcheck_debug
log_icmpcheck_debug
log_ssl_debug
log_report_debug
log_forecast_debug
log_upgrade_debug
log_scan_debug
log_nodeclass_debug
log_router_debug
log_link_debug
log_station_debug
log_gridrpc_debug
log_gridsync_debug
log_uplink_debug
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wc\Program Files\Sy=Orb Server\Config\~* ¥ v
+ Name Ext Size Date A
&1 <DIR> 02/10/2012 11:35—
& admin url 83 11/10/2011 08:10=-
| emor leg 3.028.164 02/10/2012 11:24=-
__emorleg.1 txt 855,279 02/06/2012 0732
| license txt 14,627 11/10/2011 06:17=-
|| log_dbms_anomaly 0 02/10/2012 11:%
| debug 0 02/10/2012 11:3.
| main odb 27.910.144 02/08/2012 12:45=-
[ main odbij 8,383,608 02/10/2012 11:35a-
[ main t=db 10,485,760 02/10/2012 11:33a-
| server log 3.471.569 02/10/2012 11:24=-
| serverlog.1 txt 742,905 02/06/2012 07:32a
| sysorb lic 231 09/26/2011 12:34a
[ sysorb lic old 223 08/30/2011 14:02=
@ user url 82 11/10/2011 08:10=a-

In this example debug logging is being
added for dbms and snmp on the fly.
Notice how there is no extension on the

files.

Example: An example on how on the fly debugging is set up.
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The Web Interface needs to know how it can contact the Sys@rie§ Note that the Web Interface can run on
any system with network access to the SysOrb Server systdrthanit does not have to actually run on the same
physical machine, although this is by far the most commoriigoration.

The configuration of the SysOrb Web Interface is storefldhc/ sysor b/ cgi . conf on all Unix-like systems,
except FreeBSD where the file is stored usr/ | ocal / et ¢/ sysor b/ cgi . conf, and Mandrake where the file

is located irv et ¢/ opt / sysor b- server/ cgi . conf. On Microsoft Windows configuration is performed by the
SysOrb Config program found in the start menu.

6.1. General Web Interface Options

server_li st (list of hosts)

The listis a comma-separated list of hostnameéthout whitespace The web interface first tries all the hosts
in the list, and then only displays those that answeredels#rvers are running on different ports, this can also
be specified by addingpor t no after the hostname. If no portnumber is given the defaweisver _port .

Default valuel ocal host

server_port (integer)

This is the port number on which the SysOrb Server listengftoming connections. The value should only
be changed if the server has been told to use another porterasbvell. It should not be necessary to change
these port numbers, but it is nonetheless possible if needed

Default value:3241

def aul t _donai n (domain-identifier)

This option specifies which domain should be presented iddneain box on the login page. If this option is
unspecified it defaults to the empty string, which is alsortdw domain.

Default value:. (dot)
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On Windows it is possible to install a Web Server with a smeditfire set, that is customized for use with the
SysOrb Web Interface. It is provided as an alternative ttaltisg IS, but for the larger installations the use of IS
is still recommended, because if its larger featureset.

The SysOrb Web Server has few configuration options, and shastld be set to reasonable values by the instal-
lation program.

7.1. Web Server Configuration Reference

The following sections list the available configurationiops for the Web Server. Note that usually the Web Server
is ready for use after the installation.

7.1.1. File Options

ht M _dir (directory)
This option specifies the directory from which the staticsfidaould be served.

Default valuei nstal | - di r\ waww

cgi _di r (directory)
This options specifies the directory from which the CGI-pergs should be served.

Default valuei nstal | - di r\ waww

cgi _ext (file extension)
The file extension used to determine if a request is for a QGdqam or for a file.

Default value:cgi

i ndex_fi |l e (file name)
The name of the file that should be served if no file is specified.

Default value:i ndex. cgi

7.1.2. Logging

 og_fil e (file name)
The name of the file that the Web Server should log to.

Default value:i nstal I -dir\error. | og

tick_time (seconds)

How often the Web Server should write "MARK" messages to tigefile. Use 0 to disable writing of MARK
messages

Default value:0

38
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| og_I evel (integer)

The amount of logging that is written to the log file. Write 0, dsable logging, 3 to only log warning
messages, 7 to log warning and informational messages,matuddg everything including debug messages.

Default value:7

| og_rotate_ tinme (seconds)
How often the log-file is rotated, in seconds.
Default value604800 (7 days)

7.1.3. Server/network options

port (integer)
Use this option to set the port number through which the WeleBshould be available.

Default valueDetermined during the installation

server _string (string)

The server identification string. This string is sent whemevpage is requested from the Web Server. Change
this option to make the SysOrb Web Server present itseifftly.

Default value:SysOrb Httpd v.3.8.0 build 5316 on Windows NT (IA-32)

max_connect i ons (integer)

The maximum number of open connections to the Web Server. \Wiienumber of connections is reached,
new connections will not be accepted.

Default value:32

ti me_out (seconds)
The number of seconds a connection is allowed to be idlerédhe Web Server automatically closes it.

Default value:60
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The agent has few configuration options. It only needs to kabwut a few simple things, such as how to contact
the SysOrb Server. The real configuration of what checks time, when to check in and so on is configured on
the SysOrb Server, and migrated to the agent on demand.

The agent configuration is stored in the fileet c/ sysorb/agent.conf on all Unix-like systems,

except FreeBSD where it is stored ihusr/ | ocal/etc/sysorb/agent.conf, Mandrake where the
file is located at/etc/opt/sysorb-agent/agent.conf, and Tru64 where the file is located at
[ usr/ opt/ AGT380/ et c/ agent . conf . On Microsoft Windows systems this information is storedha system

registry, and is made accessible through$lgeOrb Configprogram installed with the SysOrb Agent.

The agent must be restarted in order to reread the configaratiowever, reconfiguration of the agent options is
almost never needed after the agent is set up the first time.

On Unix systems a hangup sign&l GHUP) can be sent to the agent to re-open the log file. This is usetidy
logrotate script on Linux, and can be employed similarly oseBSD and Solaris. On Windows the log-rotation is
handled by the agent.

8.1. Agent Configuration Reference

Most of the options in the SysOrb Agent configuration are #igeto the site where the SysOrb runs and, as
such, no appropriate default values can be given. When lingtdhe SysOrb Agent remember to check that the
configuration options matches the environment in which ys8b Agent works.

The first three options need to be changed on almost all nellatsons.

nane (hostname)
This is the name the agent will use to identify itself to thevee This must be the exact same name as a host
created on the SysOrb Server.

donai n (domain-identifier)

This is the domain the agent uses to identify itself to theeyawith. This must be the exact same domain as
the agent was configured with in the server.

The following options rarely needs to be changed:

server _port (integer)

The port number on which the SysOrb Server will be listenmgricoming connections. This number should
not be changed, unless there is some special reason forarsitiger port.

Default value:3241

I ogfil e (filename)

This is the name of the logfile the agent will use to write infiational messages and errors in. You should
keep the default setting unless you want to place the logdfiteesvhere else.

Default value (Unix)7 var/ | og/ sysor b/ agent . | og

Default value (NT/2000):nst al | -di r\ Confi g\ agent . | og

vari abl e_fil e (flename, Unix only)

This is the name of the variable file, which the agent usesoi@ ston-critical values. Theysor b user must
have write access to this file.
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Windows note: This option does not exist for Windows, because all the information is stored in the
registry.

Default value (Unix)7 var / sysor b/ vari abl es. agent

| og_I evel (0-3)

This is the logging level to be used by the agent. The higreentimber, the less the agent will log. The default
is 1, where most uncommon messages are logged, as well as afl.€foo troubleshooting purposes, you may
wish to set the log level t0, where the agent will log a lot of routine events.

Default value:1

| og_days (integer)

This option tells the agent how many days should pass befarbainges logfile. The old logfile will be
renamed to ogf i | e. X, whereX is increasing as the files get older, angf i | e is the value specified in the
logfile parameter. If set to 0, the logfile is never changedeyagent.

Unix note: Many Unixes have a build in tool, which handles the change of logdfiles. If your Unix does not
have such a tool, you should enable log_days

Default value (NT/2000/NetWarey:

Default value (Unix)0

max_| og_fil es (integer)
This option determines how many changed logfiles will be kept
Default value (NT/2000/NetWarey:

Default value (Unix)0

al | ow_aut oupgr ade (boolean)

The agent will only attempt to download and install a new ierof itself if this flag is set to true. See
Chapter &or further explanation.

Default valuei r ue

use_psapi (boolean, Windows only)

Choose which way the SysOrb Agent retrieves the list of nugprocesses. The defatilil se uses the same
way as the Windows Task Manager, and should work on all mashidowever if you experience trouble with
the process reporting, try switching this on.

Warning: Changing this option will change the name of some of the running processes, since the two
different way, also uses different naming. So when changing this option, the agent must be rescanned and
it should be made certain that all the process presence checks still work.

Default value (NT/2000¥ al se

perf_cnt _| evel (string, Windows only)

This option changes the detail level of the performance wyameported to the SysOrb Server. There are four
different levelsNovi ce, Advanced, Expert andW zar d. Changing this from the default @tivanced will
change the number of performance counters that can be chetheNovi ce level will return the lowest
number of performance counters, and Wiear d-level will return the highest.
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Note: After this option has been changed, the agent must be rescanned from the Web-interface in order
for the new performance counters to show up.

Default value (NT/2000)Advanced

max_dat a_r et ent i on_days (integer)

If the agent is unable to contact the server, it will still geate monitoring data and save it. If the server is
unavailable for a longer time, the agent can end up using langounts of memory. Use this option to set how
many days should pass without server connection beforegiet starts discarding the monitoring data. Set
to O or negative value to disable discarding of monitorintada

Default value:7

cust om chk_conf (filename)

If this option is set, the agent will try to read the customatheonfiguration file specified by the option. For
information about the custom check file format, Seetion 8.3

Default value:(none)

actions_conf (filename)

If this option is set, the agent will try to read the custom Afection configuration file specified by the option.
For information about the custom AgentAction file formag Section 8.4

Default value:(none)

| og_chk_conf (filename)

If this option is set, the agent will try to read the log chednfiguration file specified by the option. For
information about the log check file format, seection 8.5

Default value:(none)

8.2. Releasing keys to force registering at SysOrb server

42

If you for some reason would like an agent to check-in to agogierver than the one it already does, you have to
release the authentication key for the agent. Both the sanethe agent has the key, which is used for security
purposes.

8.2.1. Releasing on agent

To release the agent key on a Unix-like system, you mustelglet the variables file while the SysOrb agent
daemon is stopped. The location of the variables file is cardidjin the agent.conf file on the host where the agent
runs (ususally var/ sysor b/ vari abl es. agent ).

To release the key on a windows open the SysOrb configurdtiidy located inStart menu->Programs->SysOrb-
>SysOrb configurationin the configuration tree choo&ysOrb agent->General->Release Kéy the dialog on
the right side of the configuration dialog click tRelease Keputton.

To release the agent key on a NetWare system, you must delethg variables file while the SysOrb agent NLM
is unloaded. The location of the variables file is configurethe AGENT.CFG file on the host where the agent
runs (ususally SYSORB\ AGENT. VAR).
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8.2.2. Releasing on server

You can also release the key on the server to force the sardeagent to make a new key.

To release the key on server, do the following in the SysOrb iwkerface:

« Click the Configure button in the navigation menu.

- Find the host you want to have release the key for in the corfiun tree.
+ Click edit on the edit link associated with the host.

« SelectEdit Node.

. If the server and agent has negotiated a key you will be abliedoa Agent key label. Click on theRelease
key on the right to release the key on the server. If the labelipresent, it is because the server does not have
a key for the host in question.

8.3. Configuration of custom checks

If the built-in checks of the SysOrb Agent does not sufficeyfmu particular setup, you may write extension scripts
that can perform the check.

You can write these scripts in any language you desire. Therequirement is that the script must deliver the
result of the check to the SysOrb Agent in one of two ways.

. If the check is either good or bad, the script must tell the(Bsagent by the exit code. A non-zero exit code
indicates a bad result, while an exit code of zero indicatge@d result. How exit with specific exit codes
depends on the script language used.

- If the check can return a numeric value within some rangeugtroutput that value decimally to standard output
on a line like: "Result: 1234". Note that the colon must bespr#, and that the Agent is case sensitive. The
SysOrb Agent will parse the output from the script, putting Bne not conforming to the above format into the
agent log file.

The custom checks that an Agent is able to execute is configigiag a file on the machine running the SysOrb
Agent. It may have been more convenient to be able to do it tlterweb interface, but that would open serious
security risks, as any SysOrb user, with capabilities tdigare checks, would be able to have the agent execute
arbitrary shell commands.

In order to use custom checks you must first tell the SysOrimAghere to find the custom check configuration
file. On non-windows systems this is done by adding a line like

cust om chk_conf =/ et ¢/ sysor b/ cust om conf

to the agent configuration file (usually located it c/ sysor b/ agent . conf ). On Windows you must open the
SysOrb Configuration utility located i&tart menu->Programs->SysOrb->SysOrb Configuratibmthe configu-
ration tree choos8ysOrb Agent->Configuration files->Custom cheaksl enter the path where you are going to
put the new configuration file.

After changing this path, the Agent must be restarted, bittwril you have put something into the new file.

You must edit the new fileust om conf in order to configure which custom checks the agent can parfohe
format of the file is most easily illustrated with a few exaegbf custom checks:

Example 8-1. Good/bad check
# Comment lines begin with #

[ check nane]
command=/ pat h/to/ t he/ execfil e paranmeters
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ti neout =10

The value between [ and ] gives the name of the check. comnsatiteicommand sent to the shell, so normal
shell expansion works. The timeout parameter is optiomal the default value is 10 seconds. Please note that the
SysOrb Agent stops processing other tasks (ordinary chewttcommunication with the server) while a custom
check is carried out, so timeout shouldn’t be more than Hali®checkin frequency for that agent.

Example 8-2. Numeric integer check

[ check nane]

t ype=i nt eger

uni t =kB

conmand=/ path/to/ t he/ execfil e paraneters
ti neout =10

The line type=integer tells the SysOrb Agent, that this isumaeric integer check, that will output a line on the
form Resul t: 1234, the unit property tells the agent, that the numeric outhoutd be interpreted as a number
of kilobytes. This information is passed along to the SysSebver, to allow putting units on the Y-axis in graphs
and elsewhere.

Example 8-3. Numeric real check

[ check nane]

type=real

uni t=s

conmmand=/ pat h/t o/ t he/ execfil e paraneters
ti meout =10

The line type=real tells the SysOrb Agent, that this is a micr@heck, that will output a line on the forResul t :
12. 03, the unit property tells the agent, that the numeric outpouil be interpreted as a number of kilobytes.
This information is passed along to the SysOrb Server, tovghutting units on the Y-axis in graphs and elsewhere.

Example 8-4. Differential numeric integer check

[ check nane]

type=di ff _i nteger

uni t =kB/ s

comrand=/ pat h/ t o/ t he/ execfil e paraneters
ti meout =10

The line type=diff_integer tells the SysOrb Agent, thastbcript outputs an integer like a numeric integer check.
For each pair of successive invocations, the SysOrb agdinswiitract the two results, and divide the difference
with the elapsed time. This is useful if your script for imsta outputs the number of bytes which have passed
through an interface since some fixed point in time, but yootwrze check to show the number of bytes per second
passing through right now.

© Evalesco A/S



Chapter 8. SysOrb Agent Configuration

Example 8-5. Differential numeric real check

[ check nane]

type=di ff _i nteger

uni t =kB/ s

conmmand=/ pat h/t o/ t he/ execfil e paraneters
timeout =10

The line type=diff_real tells the SysOrb Agent, that thigfstcoutputs an real like a numeric real check. For each
pair of successive invocations, the SysOrb agent will sudbtthe two results, and divide the difference with the
elapsed time. This is useful if your script for instance ogpghe number of bytes which have passed through an
interface since some fixed point in time, but you want the kheshow the number of bytes per second passing
through right now.

Whenever you edit this file, you must push open a web interfadegpashRescan on theAgentChecks tab on
the Configure page for the host in question. You do not neeestaut the SysOrb Agent, unless you have changed
the location of this file.

Sometimes you do not write the script yourself, and thereoigasy way of having it output its result on a line
like Resul t: 1234. In that case you can instruct the SysOrb Agent to look fordisalt in lines containing other
text. You do that by means of a POSIX regular expression. Tneas of regular expression can be found at:
http://www.opengroup.org/onlinepubs/007908799/x&dmI

Example 8-6. Script outputting Response tinme: 1234 ns

[resp_tine]

t ype=i nt eger

conmand=neasur e- conmand

result _pattern="Response time: ([[:digit:]]+) nB$
ti meout =10

The result_pattern must contain exactly one set of parsaghenclosing the pattern matching the numerical result
of the check.

Example 8-7. Count the number of files in /tmp

[tenp_count]

t ype=i nt eger

conmmand=find /tnmp -maxdepth 1 | wc -|
result_pattern=([[:digit:]]+)

ti meout =10

This result_pattern will match any line containing numaticharacters. The SysOrb Agent will then pick the first
line containing numbers, and if there are more than one nuotbthat line, the leftmost of them.

8.4. Configuration of AgentActions

Starting with SysOrb version 2.4, you can now define Agerithst, which is actions carried out on the Agent
machine, when a user orders this through the Web Interfaoesé actions can help ease remote administration,
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as they can be defined to carry out common tasks on machineAgéntAction could as an example restart a
webserver, or reboot the target machine.

In order to use AgentActions you will first have to configure thgent to read the actions from a configuration file.
The name of this file is specified through thet i ons_conf option in the agent configuration (s8ection 8. Xfor
information about how this is done).

The fileformat for the AgentAction configuration file resemdbthe fileformat of the Custom Check configuration
file very much. The format consists of a block as following éach action:

# Conment |ines begin with #
[action nane]
command=/ path/to/ t he/ execfil e paraneters

The action name between the [ and ] is the name displayed testreof the Web Interface. Tlenmmand parameter
is the command which is executed. On Unix-like systems thiisroand is passed to the shell, so normal shell syntax
can be used.

As an example, the following configuration file will createamtion that will restart IIS on a Windows 2000 Server
installation.

Example 8-8. IS restart AgentAction

# Restart 1IS.
[Restart 1189]
command=i i sreset

Once the AgentAction configuration file is in place, you mestaan the agent before the actions appear in the
Web Interface. When they appear, they will be accessible freMNode overview page, and from the AgentCheck
configuration pages.

8.5. Configuration of LogChecks

46

The SysOrb Agent can scan logfiles on the host machine, aod i@y error messages or unexpected event to the
SysOrb Server, providing a quick overview of all machineyouar network.

The files that the Agent can monitor this way must be specifiedonfiguration file on the machine running the
SysOrb Agent. This is a safety measure, guarding agaist @raonised SysOrb Server being able to retrieve a
copy of any file on the hosts running SysOrb Agents.

The name of the file containing the definitions of the allowedChecks is given in the Agent configuration option
| og_chk_conf (seeChapter &or more information). It is usually calleidog. conf , a sample file allowing a few
system log files to be scanned is included in the SysOrb Agerkape.

The file contains a number of lines that each specifies a pathithto be searched for log files to monitor.
This can be a specific file path, such @s\l ogs\error.log or /var/l og/ messages. But it can also
contain the following special wildcard characters. '?’ caratch any character. ™ matches any character
string of any length. ** matches any directory path. Thuke path C:\1ogs\Iog??\**\error.| og
matchesC: \ | ogs\ | og01\sub\dir\error.|l og and C:\ | ogs\| og02\ sub\sub\dir\error.|og, but not
C:\1 ogs\1 0g002\ sub\dir\error.| og.

You can also specify to scan for eventlogs by setting the patwventlog:*. This will scan for all eventlogs
available, but you can replace '*' with a specific event lognea

Note that for these logs to actually be monitored, you willdhéo configure them on the SysOrb server, setting
up how often the check should be performed, along with variother parameters. (See tbiser's Guidefor
information on how to activate LogChecks.)
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Example 8-9. LogCheck declaration file

[ var /| og/ nessages
[ var /| og/ apache/ virtual -domain-+*/error. | og
event | og: *

This will allow the user to configure checks on the filear /| og/ message, all virtual domain error logs in
/var /1 og/ apache/ virtual - donai n-+/ error. | og and all eventlogs

8.6. Enabling IPMI hardware monitoring

The agent supports monitoring of hardware parameters sifeln apeedgemperaturesvoltagesetc. by means of
the IPMI (Intelligent Platform Management Interface) stard on supported server and operating system combi-
nations.

Hardware monitoring with IPMI is supported on these oparpystems:

Windows Server systems prior to Windows 2003 R2
Intel provides an IPMI driver free of charge which can be usethese systems. The driver can be downloaded
from the Intel driver download page. This driver is fully gugpted by the SysOrb Agent.

Windows Server 2003 R2 (and later)

Microsoft provides an IPMI driver as part of the operatingtsyn. It is no installed by default, but can be
installed by following the instructions from the TechNeiee "Enabling Hardware Management”. This driver
is fully supported by the SysOrb Agent.

Linux kernel 2.6 based systems

Most modern Linux distributions ship with Linux kernelsiindhe 2.6 series, and include an OpenlPMI driver.
This driver is fully supported by the SysOrb Agent.

Once the appropriate driver is installed, the SysOrb Aganttie re-scanned, and all IPMI sensors available on the
given hardware provided by the operating system driveragpear in the web interface under "Agent Checks".
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9.1. Grid overview

The SysOrb Grid functionality allows for centralized sexumonitoring of remote networks. A "satellite” can be
installed on a remote network, and perform NetChecks, SNM#eks and receive Agent Check-ins on that remote
LAN. The satellite can securely deliver all locally gatheteck results back to a "master”, the single centralized
SysOrb Server.

A grid will contain one masterandone or more satellitesThese are collectively called "Stations" in the grid. It
must be possible, network wise, for either the master t@beita TCP connection to the satellite, or, for the satellite
to initiate a TCP connection to the master. Therefore, ittaally possible to monitor multiple LANs sharing the
samelP ranges (for example the 10.0.1.X series), as long as thbites can connect to the master.

If the network connectivity between a satellite and the evafstils, the satellite will continue to run all configured
checks on its local network. It will hold all measurementthgaed in its local database, until the network connec-
tivity comes back up. The satellite does not hold measurédega locally for any longer than what is necessary -
but since it does include the full featured database alreadyg in the common SysOrb Server product, it can spool
measurement data to disk efficiently for very long periodsmg, if the network outage is prolonged.

The high levels of security in the grid networking layer, doned with the autonomy of the grid satellites, allows
the use of satellites for running SNMPChecks and NetCheokeemote locations, securely on the LAN, and
reporting back these results in a safe manner to a centr@lr8y&erver (a Grid Master). Even though a VPN could
also be used to secure the otherwise inherently insecureF8Mdcks and NetChecks, a VPN would not allow for
continued monitoring in case of network outages, and the t&&f would incur a significant and unpredictable
latency to the checks. In other words, the grid solution wdtellites allow for consolidated monitoring scenarios
that are not possible to achieve using other conventioohhi@ogies, as, for example, VPNs.

9.1.1. Grid IDs - the GID

As mentioned, the IP addresses of satellites need not beieigicross your SysOrb installation, and therefore
cannot be used to uniquely identify a satellite in the grid.ewleonfiguring NetChecks and SNMPChecks it is
possible to specify which station should execute the chaokorder to accommodate this, there must be some
form of unique identification of every single station in thédg

A "Grid ID" scheme has been developed for this purpose. @l br GIDs, are unique numbers used to identify
a station in the grid. A GID consists of four two-digit hexateal numbers; for example "0A:3D:42:F1".

In order to accommodate future grid interoperability betwexisting installations, it is highly desirable that all

SysOrb installations use globally unique GIDs. This is noéguirement as such, and any installation is free to
use whatever GIDs it wants to - but Evalesco A&fg&ourage®ur users to use globally unique GIDs. In order to

facilitate such a global numbering scheme, it is now posditn every customer to allocate a "GID Prefix" on the

Evalesco Web site. The prefix consists of the first three nusnifehe four-number GID. This prefix is guaranteed

to be globally unique. Once the GID prefix is acquired, the aaa freely assign the last of the four numbers - this
allows for a grid with 256 stations (using numbers from 00 9, Rvhich should be enough for most installations.

If more stations are required in a grid, more prefixes can loeated for that customer.

If a prefix of "02:FE:C7" is assigned to a customer, that augtocan use, for example, "02:FE:C7:01" as the GID
for the master station, "02:FE:C7:02" as the GID for the Begellite, and so forth...

9.1.2. Links

In order to receive configuration from the master, and in or@eeport results back to the master, the satellite must
have some form of network connectivity to the master. In SsGrid terminology, we call this connectivity a
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"link". A link is a network connection between a single masted a single satellite.

Links can be initiated from the master, or from the satellitecan be configured to be initiated from any of the
two. A link will actually be constituted by a TCP connectiaormh a random port on the initiator machine to the
common port 3241 on the receiver machine. If you have cordijyour SysOrb Server to use a port other than the
default 3241, you will of course need to adjust your link cgafations accordingly.

The most common setup, is to configure the links so that itasstitellites (which are often on closed networks,
often using the same 10.X.X.X IP address ranges) initisetmnection to the master (which is usually located on
a public IP address). The connections initiated from thelk@is can be NAT’ed out thru a firewall, for example.

9.1.3. Endpoint security

A grid will commonly consist of machines located far awaynfreach other, with links going over common inse-
cure Internet lines. The grid networking layer will ensarghenticity integrity andsecrecyof all communication
within the grid. It is therefore not necessary to employ VRiusons or private protected lines connecting the
stations within the grid.

Every station in the grid will have its own RSA public and aitie key pair. This key pair is automatically generated
when a station is first set up, and it can be viewed in the wedsfaate (under "System Setup" and "This Station").
The RSA key pair will by default be 1024 bits, but this can befured freely between 512 bits and 8192 bits.

The first time two stations establish a link between theny, thi# exchange their public keys. This communication
cannotbe authenticated, as the stations share no secrets prioistexchange. A "man-in-the-middle" attack is
thus possible during this initial exchange. It is therefadeised that one verifies that the public key received from
a remote station is in fact the correct public key, by commathe remote station key (found in the web interface
under "System Setup” and "Stations", selecting the giverote station) as received on the local station, with the
actual station key of the remote station (found as descabetle, on the remote stations web interface, under "This
Station").

Once it is established that the public keys have been correxthanged during this very first connection of the
stations, security will be maintained in all future comnuation.

Based on the RSA keys exchanged, the stations will negatiajenmetric key for all following communication.
This symmetric key establishment is referred to as "Endyécurity” - it is the guarantee for authenticity, integrit
and secrecy of all communication between the pair of statiBer default, the endpoint security will consist of a
shared 256 bit AES key. It is possible to configure stationss®128 or 192 bit keys instead.

9.2. Configuring the Master

Your grid master will be the station on which all day-to-dgeaations happen. It is the station that will send out
alerts, and it is the station that will store all historicatafor every check running on the grid. Except for the ihitia
satellite setup, all configuration of every monitored nadgaour grid will also be done via. the web interface on
the grid master.

9.2.1. Installation and licensing

The grid master functionality is included in the standard@sb Server. Therefore, installing a grid master is simply
the installation of a normal SysOrb Server, as describddear this manual.

The grid master functionality is enabled in the server witspacial license file. Trial licenses are offered spe-
cially, and full licenses can be purchased just like the gnddicenses. Please contact your sales representative or
Evalesco A/S for details.
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9.2.2. Configuring the master station

In the web interface, under "System Setup”, enter the "Ttasdh" page. Here you can specify a descriptive name
for the station (the master), and you can enter the unique Bl&ase use your allocated GID prefix, and pick the
last number in the GID as you wish (as long as it is unique wiydur installation).

Once a descriptive name and the proper GID is entered, thierstes such is configured to participate in your
grid. The cryptographic keys on the configuration page velldtank initially, but once you have configured the
station, the system will begin to generate a proper RSA kay ptier a few minutes (depending on the speed of
the system), you should be able to see the signature andptiocrikeys listed in the web interface.

9.2.3. Adding a satellite to the master’s configuration

The master must now be made aware of a satellite. We have hobgigured the satellite itself, but we can still
let the master know that one is going to exist in the future.

Under "System Setup”, please select the "Stations" pags.igfor configuring all remote stations, as seen from
this local station. Select "Add station” to add a satellite.

The "name" field cannot be filled out, as the name of the rentateos will be fetched automatically once the
master and the satellite establish their connection. THe f@&ld, however, must be filled out. This field must
contain the GID of the station you will be adding. Again, @eanake sure that you select a unique GID for your
station, preferably using your allocated GID prefix.

9.2.4. Configuring the link between the master and the satellite

In order to facilitate communication between the masterthrdserver, we must now let the master know how it
can contact, or how it can be contacted by, the satellites iBtdone under "System Configuration" and the "Links"

page.
Select "Add Link" to define a link between the master and thell#a. You can enter a descriptive name for this

link. You must now select whether the master may accept imgegonnections from the remote station over this
link, and whether the master may attempt to initiate conapstto the remote station over the link.

For masters, it is most common to specify that they are alfioteeaccept incoming connections. Masters will

often not be able to connect directly to the remote sats|lds these will often be NAT’ed away behind firewalls on
remote networks. If, however, your master must attempttaddish the connection to the satellite, you must specify
a destination IP address (and optionally a port number if patellite deviates from the default configuration of

using port 3241).

Now, that we have configured the master, made the master afdhe satellite, and configured the master’s
connectivity to the satellite, all of the grid specific commuation is actually complete. We can now go ahead and
actually configure the satellite station that we have jusierthe master aware of.

9.2.5. Exporting domains to the satellite

Information can be exported to the master, on a domain-tasésbFor each domain, one can specify a list of
GIDs that are allowed to "mount” said domain. A common sderiarto create a domain for each remote satellite
location, and specify the corresponding satellite GID malowed export list for the given domain.

Please create a domain for your remote satellite locatinddu"Configure”, select "Add domain”, and add a hew
domain as usual). For the rest of this example, let us asshenédamain is called "remote" and that it is located
right under the root domain. Please be sure to specify thedbtBe satellite in the export list for the domain.

The satellite will now be allowed to retrieve all node and @heonfigurations from the domain and from all
domains under this domain. The satellite will still have éodonfigured to actually "pull” this information from the
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master, but specifying the GID of the satellite in the exfisttof the domain is a prerequisite to actually allowing
the export of information to the given satellite.

9.3. Configuring the Satellite

Configuring the satellite is very similar to configuring thaster. You must perform a number of steps here using
the web interface on the satellite system. However, thelleb@ino use for the web interface once the satellite is
configured. It would therefore be wise to un-install or disahe web interface on the satellite once the configura-
tion is done. Please also note that the satellite will havewn administrator user, with the default "admin” login
name and default passworthe password on this account should be changed to preveatsatiom reconfiguring
the satellite station!

9.3.1. Installation and licensing

Grid Satellite functionality is also included in the stardi®ysOrb Server packages. The satellite functionality is
enabled, like in the case of the master, with a special lieéies

9.3.2. Configuring the satellite station

Like we configured the master for its participation in thedgriith a descriptive name and a unique GID, we must
now configure the satellite with its parameters for grid agien.

In the web interface, under "System Setup”, enter the "Ttas@" page. Here you can specify a descriptive name
for the station (the satellite), and you can enter the unigli2. Please make sure that you use the same GID as
you did when you configured this satellite previously on trestar station.

9.3.3. Adding the master to the satellite’s configuration

As we told the master about this satellite, we must also h&ll satellite about the existence of the master. Under
"System Setup”, please select the "Stations" page. Séect Station" to add the master.

The GID field must contain the GID of the station you are additigs should be the GID of the master station.

9.3.4. Configuring the link between the satellite and the master

We have already specified on the master, how communicationlédltommence between the satellite and the
master. We must now tell the satellite how this happens als-Wwekping in mind that from the satellites point of
view, this will be a "reversed" configuration compared to thaster. For example, if the master must only accept
connections and never initiate, the satellite must be wliditiate and never accept. Like on the master, the link
configuration is performed under "System Configuration" thred'Links" page.

Select "Add Link" to define a link between the satellite arelitiaster. You can enter a descriptive name for this link.
Now, enter the "reversed" configuration of what was done emtaster side. Assuming the master was configured
to accept and never initiate connections, you must now §ptira opposite for the satellites link configuration, and
you must supply an IP address for the satellite to connect to.

The satellite will expect, that when it connects to the IPrads that you specify, it will find a station with the GID
that you specify for this link. Please be sure that the setedl actually allowed to initiate a TCP connection to the
given port on the given IP address, and that this actuallyagptoper IP address of your master station.
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9.3.5. Mounting domains from the master

Earlier, a domain called "remote" was created on the matatios, and the GID of this satellite was added to
the domain export list. We can now tell the satellite to alyumount this domain - to retrieve all configuration
information under the domain, store it in the local databasd to perform any checks that might be configured on
nodes under that domain.

Under "Configure", select "Add Mountpoint". Now select thEDX®f the master to import information from. Also
specify a descriptive name for the mount - this name doesana to be the same as the name of the domain on the
master. Finally, you must specify the actual domain, as leanghe master, to mount. Using the example "remote”
domain, you can specify ".remote" in this field, to state ffwat wish to import the domain named "remote" located
directly under the root domain on the master.

Domains are separated with dots. If, for example, the #&tedhould mount a domain called "foo", under the
domain "bar", under the root domain, the path would be 'fda.

As soon as the satellite and the master establish their hidknagotiate their end-point security, the satellite will
attempt to retrieve all configuration information for thenfigured mountpoint. All of this is happening as back-
ground operations, and you will not actually have to waitday of these operations to complete. You can follow
the progress of the link establishment, the security natjotis, and the actual database synchronization happening
in the mount process, by using the logs under the "Statiomd™ainks" pages under "System Setup" on both the
satellite and the master stations.

This concludes all "system level" configuration of your neastind satellite setup. All remaining configuration will
be done via. the web interface on the master system exclusiMee satellite will be notified by the master of
any configuration changes, and will automatically starfqrening any checks that are configured to be run on the
satellite.

9.4. Getting started with remote monitoring

You can specify, either on a check-by-check basis, per madger domain, from which grid GID SNMPChecks
and NetChecks should be performed. In order to get startédywur satellite quickly, we suggest that you enter
the configuration page for the exported domain, using theimtebface on your master station, and specify that all
checks should be performed on the GID of the satellite. Ei@enfigure” and "Edit" for the exported domain, in
order to do this.

Now, you can run an "Auto discovery" under the exported domilis will start an auto-discovery process on the
remote satellite, and the satellite will then configure aogles that it discover on the remote network. These nodes
will appear as they are found, in the web interface on the enast

From here on, you can add new checks, re-configure the oremdgliset up, add or delete nodes, etc. etc. All
reconfiguration that you perform via. the web interface aaraster, will be propagated to the relevant remote
satellites. The satellites will report back check resutthie master, where you can access the graphs and where
alerts can be generated. In fact, as soon as the grid is coedigthe day to day administration is very similar

to the common setup with only one SysOrb Server, except thatpw have the ability to run NetChecks and
SNMPChecks efficiently and securely on remote locations.
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10.1. Adding MIB files

In order to monitor nodes using snmpChecks the SysOrb samvet know about the name, measuring scale etc.
of the parameters to be monitored. These informations isdtio MIB (Management Information Base) files.

SysOrb comes with a number of MIB’s pre-installed. These Blt®ver standard parameters such as traffic statis-
tics for routers and switches, and some common printer petexs You should be able to set up basic monitoring
of almost any SNMP enabled router, switch or printer withexdding other MIB files.

Should you, however, wish to monitor vendor-specific patanseon your network equipment, you will need to
add the relevant MIB files to the ones already in SysOrb. Thidane while the SysOrb server is running and
operational.

To add a MIB file namedyz. m b to a running SysOrb server, execute the comnsysrb-mibparser -l admin
Xxyz. m b, assuming a SysOrb user named admin exists in the root dparainhas appropriate privileges. The
sysorb-mibparser utility will then extract the informatifvom the MIB file and insert them into the running SysOrb
database. Afterwards SysOrb does not need theyite i b any more.

After adding the needed MIB files, you must perform a SNMP qeaain) of the nodes supporting any of the
newly added parameters. You do that through the SysOrb wetiane by clicking configure, browsing to find the
node, clicking snmpChecks and finally clicking on the redwaiton at the bottom of the page.

The full syntax of sysorb-mibparser is:

sysorb-mibparser [-h] [-s server ][-p port]-l | ogi n [-P password] mi b-file...

-S server

Instructs the utility which SysOrb server to connect to.défs to the local machine.

-p port
If you SysOrb server uses a non-default port, use this switch
-l login
You must give the name of a SysOrb user from the root domaimbappropriate privileges.

-P password

You may specify a password on the command line to avoid hawrtgpe it afterwards, this is especially
useful in scripts. However, you should mind the security liogtions of leaving a plaintext password in a
script file.

Show a help message explaining the command line and switches

10.2. Custom NetChecks

In some cases the NetCheck capabilities of the SysOrb Ssmet good enough to satisfy a specific need. In these
cases a Custom NetCheck can be created.
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A Custom NetCheck functions the same way as a normal NetChéek is, the result from a Custom NetCheck
is the amount of time it took to perform the check. They canafrse be used for other purposes, but a Custom
NetCheck always returns a number as its result.

This number must be an integer, and represents the numbaeliséoonds it took to perform the check, and must
be written to output by the Custom NetCheck, in order for S¥s0 find it. The format of the line containing this
number, can be specified for each check.

If SysOrb did not locate this line in the output from the CustNetCheck before it exits, the check is marked as
giving no reply. If the check does not write the line, in tec@ads, plus the upper limit for the check, the check
will be marked as timed out.

The Custom NetCheck is executed as stated in the confignratith the name of the node to perform the check
on, given as the first parameter.

10.2.1. Configuring Custom NetChecks

In order to use Custom NetChecks, you must first tell the Sys&arver where to find the Custom NetCheck
configuration file. On non-windows systems this is done byragld line like

cust om net check_conf = "/etc/sysorb/cust om net check. conf"

to the SysOrb Server configuration file (usually locatetlénc/ sysor b/ ser ver . conf ). On Windows you must
open the SysOrb Configuration utility locatedStart menu->Programs->SysOrb->SysOrb configuratibnthe
configuration tree choos®ysOrb Server->NetCheck Manager->Custom NetChexukd enter the path where you
are going to put the new configuration file.

The format of the Custom NetCheck configuration file is eallilgtrated by a simple example:

Example 10-1. Custom NetCheck

# Comment lines start with a #
[ Net Check Nane]
conmmand=conmand to execute
result_pattern=([[:digit:]]+)

The value enclosed in [ and ] are the name of the Custom NekChedt will be displayed in the Web-interface.
The command, is the command to execute, in order to perform the check.rEsall t _pattern is a regular
expression, that tells SysOrb how to retrieve the resuthftioe check. SeSection 8.For more information about
regular expressions.

Once the Custom NetCheck has been configured, the SysOrbr3eunst be restarted, in order for it to discover
the new checks.

10.3. Custom AlertPaths

54

In addition to the built-in ways, that the SysOrb server dantéts users (Email, SMS, paging), you can also have
SysOrb execute a script of your choice. This could be usedrid SMS through a gateway of your provider, to put
events into your help-desk system, to send an instant messaghatever you can do through any command line
utility.

The SysOrb server passes information about the alert tori@selusively through environment variables. Before
instructing SysOrb to invoke the script, you probably wandébug it by running it on the command line with the
environment variables manually set. You will find a list witbscriptions of each of the variables at the end of this
section.
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In order to be able to set up the script to be invoked by Sysg@nb,must have a running SysOrb server. Log into
the web interface using an administrator account, and ttiesystem Setup button. Then selec@ustom Alerts
and clickNew type of Custom AlertPath. All you have to supply is a name of your choice for this typeastom
alerts, and the command for running the script.

After registering the script with SysOrb. You can select asgr, clickEdit, and the you should see a new option
calledAdd custom path. Try creating a path, and testing it by clickmgst next to the new path on the list.

10.3.1. Script environment

Here is the list of the environment variables passed to tktooualert script.

SO_TYPE

This variable contains one of the the following values:
war ni ng The script should send a warning
al ert The script should send an alert
t est The script should test the alert path
schedul ed_downt i me The script should send a message, stating that the checteisngnunexpected downtime.

SO_USER_NAME

The name of the user to receive this alert.

SO_USER_DOMAIN

The dot separated name of the domain to which the user belongs

SO_DESTINATION

The alert path destination, as entered in the web interfelcen the user created his AlertPath, that is using this
script. If your script sends SMS’es through some in-houdeveay, then you probably want the destination
field to contain the phone number of the phone. Other scriptsnaquire other information in the destinarion
field, some may not need it at all.

SO_NODE_LABEL

The full name of the Node in question, as shown on the overpizges.

SO_NODE_DNS

The text from thedns-name/ip-address field of the node in question.

SO_CHECK_TYPE

This variable contains one of the the following values:
checki n This alert is due to late checkin of the Node, and the resto® CHECK ... variables are not set, as tl

net checks This alert is due to a NetCheck.
agent checks This alert is due to an AgentCheck.

snnpchecks This alert is due to a snmpCheck.

SO_CHECK_ACCUMULATION

Depending on whether this check is an accumulation or nistydriable will contairyes or no

SO_CHECK_LABEL

A descriptive name of the check in question.

SO_CHECK_NAME

A dot separated string, which identifies the Check relativiéstNode. This is not suitable for inclusion in text
presented to the user, use SO _CHECK_LABEL for that. Insteidis mostly useful for conditions in the
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script, if you for instance want to treat all ICMP checks élifint than other NetChecks.

SO_CHECK_URL
A http url linking to the SysOrb web interface page for thigck.

SO_CHECK_INFO_URL
An optional http url given by the SysOrb user with additioimdbrmation about this check.

SO_RESULT_STR

The last measured value from the check, printed in humarabdadormat, e.g2. 34 MB.

SO_RESULT_UNIT

The unit of the measurement of this check, & ¢oytes).

SO_RESULT_VALUE
The last measured value from the check, measured in unigs gy SO_RESULT_UNIT, e.@453666. 00

SO_ALERT_IF_ABOVE, WARN_IF_ABOVE, WARN_IF_BELOW, ALERTIF_ BELOW

The warn/alert limits, measured in units given by SO_RESULNIT. If any of the limits are disabled, the
corresponding variable will be unset.

10.4. Creating a new database

One can re-create a clean SysOrb database usirsyseb-createdbtool. This is required if one wishes to change
the database block sizes, or if one wishes to run the datalvassav disk devices (or partitions) rather than on a
file system (on operating systems where this functionaigvailable).

The database creation tool will create two or three fileseddmg on chosen options. The files are:

mai n. odb:

The meta database.

mai n. odbj : (optional)

External journal for main.odb.

mai n. t sdb:
The time series database

The tool accepts a number of command line options, deschilmsd

-h:

Print a short help message summarizing usage.

Start the tool in "interactive" mode - this will allow for a mefine grained control over the created database.
It is not usually necessary to tweak these settings, anthgdttem wrong can result in a non-functional
database. Use this option with care.

56 © Evalesco A/S



Chapter 10. SysOrb Server maintenance

-d pat h:

Specify a path in where the database files will be created.dEf@ult is to create the files in the current
working directory.

Create a completely empty database. This option is not Lisednd-user scenarios, as the database will not
include the default administrative user, and thus it wilt be possible to log into a server started with the
empty database.

Force - no questions will be asked by the tool.

A number of advanced settings can be specified in the "inteedanode of thecreatedbtool. When using the
tool in the standard non-interactive mode, good defaukschiosen. It should not usually be necessary for an
administrator to specify these options manually, but tlaeeecertain situations where such flexibility is useful.

Most notably, when creating a database on "raw" devicesifjpas or volumes, rather than in files on a file system),
it is necessary to use the interactive mode in order to gp#wfindividual device locations (as the database needs
two or three locations, and if volumes or partitions are yussd or three distinct locations must be specified).

In interactive mode, the user will be prompted for each ofatieanced settings in turn:

- Journal type:The meta database can use either an internal or an exteunaijoAn external journal allows the
administrator to place the journal on a smaller but fastanasfe device.

« Journal size:A too small journal will, sooner or later, cause the SysOrb/&eto perform an emergency shut-
down. Itis absolutely vital, that the journal is not chosem$mall. The default journal size is 8 Megabytes, which
is sufficient. If the journal can be placed on a very fast gferdevice, it may be beneficial to raise the journal
size somewhat. It is not possible to give hard numbers fartttough - a busy metadatabase with the journal on
a fast storage device, may see speed improvements from ad#&byte journal. It is generally recommended to
just go with the default size of 8 Megabytes though.

- Number of chainsThe time series database relies on "phase chains" ratheatjrarnal to guarantee consis-
tency over unexpected system shutdowns. A number of chaaikbtated - the database needs at least one chain
as the "consistent" chain, and one as the "active" chains,the number of chains can not be set lower than two.
Setting the number of chains higher does in theory not impreliability - it does however give the operating
system and hardware some amount of "slack" - the defaultee tthains.

- Block size:A uniform block size is used in both the time series databaskthe meta database. Meta data
objects cannot span blocks in the database, thereforedhbk &ize must be large enough for the largest possible
object. It is not recommended to set the block size lower thkitobytes, although a minimum of 1 kilobyte is
possible using the createdb tool. Both databases use B#bk indexing, and are therefore limited in size to
approximately four billion blocks. A block size of 8 kilol®a thus results in a maximum database size (for each
of the metadata and time series databases) of 32 terabytesasing the block size further will raise this limit.
The default block size is 8 kilobytes.

- Estimated number of check&s a convenience, the createdb tool can - upon databas@eoreatlocate space in
the time series database for some given number of checksisTonmly an initial allocation, and the database will
be grown later as needed. The default of 1000 checks willtregsa database of approximately one gigabyte in
size. For small installations, use a smaller number. Aghmdatabase will be grown as needed, anyone can put
"10" here - which will make the creatdb run significantly st

The following will create a standard database with the defadmin" (password: "admtest") login in the directory
/mnt/database/:

sysorb-createdb -d /mnt/database -f
The following will create a completely empty database:

sysorb-createdb -d /mnt/database -f -c
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The SysOrb importing and exporting tools, callegisor b-i nporter andsysor b-exporter is provided to
allow the user to import and export parts of the databases dduld be either for importing in another system, or
in order to create nodes/checks in SysOrb, from the comrimend|

11.1. sysor b-exporter

Thesysor b- export er can be used to export a part of the SysOrb database to XML. theatata is exported to
XML, it can easily be manipulated and imported into SysOraiagor it can be imported into other programs.

The syntax of theysor b- export er tool is:

sysorb-exporter [-h] [-s ser ver ] [-p por t ] [-d domai n] -l | ogi n [-P passwor d][-f fi | ename] [-e donwi n] [-i
cl asses] [l cl asses]

-h

Displays a text on how to use the tool

-S server

Instructs the utility which SysOrb server to connect to.défs to the local machine.

-p port
If you SysOrb server uses a non-default port, use this switch

-d domain

Specifies the domain in which the user that is used for thelisgplaced.

-l login

The login name of the user.

-P password

The password for the login.

-f filename

This option specifies the output file. If not specified staddart will be used.

-e domain
The domain to export. l.e. if the users login is in the root domand the domain that should be exported is
further in the tree, this option is useful.

-i classes
Ignores the listed classes in the export. This is a commaratgd list, that allows to stop the export at a
specific level, e.g. at the node level.

-l classes

Include only the listed classes. This is a comma-separatethiat allows you to restrict the scope of the export
operation. E.g:I| Domain,Nodewill cause only domains and the nodes to be exported, not ilnea@hecks
or other sub-objects of either nodes or domains. Appendingoaa class name will cause all sub-objects to
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be included, e.g:l Domain,Node+will cause all nodes with checks and other settings to beagowhile
still excluding users and other objects present in domains.

11.2. sysorb-inporter

Thesysor b-i npor t er canimport XML-data exported from theysor b- export er, or XML-data generated by
scripts or programs, as long as they use the same format agsheb- exporter.

The syntax of the tool is:

sysorb-importer [-h] [-s server][-p port][-d domai n] -l | ogi n [-P password] [-f fil ename] [-m]

-h
Displays a text on how to use the tool

-S server

Instructs the utility which SysOrb server to connect to.d#fs to the local machine.

-p port
If you SysOrb server uses a non-default port, use this switch

-d domain

Specifies the domain in which the user that is used for thenlisgplaced.
-I'login
The login name of the user.

-P password

The password for the login.

-f filename

This option specifies the output file. If not specified staddart will be used.

-i domain

The domain to import into. |.e. if the users login is in thetrdomain, and the domain that should be imported
into is further down the tree, this option is useful.

When this option is specified, tlgsor b- i nport er does not remove the outmost domain in the XML file,
which is done otherwise.

11.3. Examples of how to use

In the following we will demonstrate how the importer and estpr can be used to automate the creation of nodes
in SysOrb. These concepts can easily be expanded to all@matit creation of other objects is SysOrb.

In this example we will assume that there exists a domainérrdot-domain calledest, and in that domain a
node called enpl at e is placed.
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In order to export the contents of the Test domain, the condnrathe first line of the following example is used.
The program will respond with something like the followirigds.

Example 11-1. Exporting contents of the Test domain

$ sysorb-exporter -1 adnmin -P adntest -e Test -i CheckGroup -f tenplate.xn
Exporting dat abase

Exporting domain Test.

Exporting statistical data (1.3266410235). Please wait.

Done

The -i CheckGroup is included in order to keep the expodet-from exporting the Checks configured on the
node.

The above command will export a file callednpl at e. xni which will contain the following (note that there will
be some differences between different exports):

Example 11-2. Contents of the exported file

<?xm version="1.0"7?>
<Meta version="1.0" description="SysOrb exported database" tinmestanp="2004-04-13-T15:52: 38">
</ Met a><(bj ect i d="1.3266410236" type="Donmai n">
<Property type="Enuneration(14)" nanme="downNotify" value="1"/>
<Property type="String" nane="label" val ue=""/>
<Property type="String" nane="nane" val ue="Test"/>
<Property type="Conputed String" name="siblingNanme" val ue="Test"/>
<Obj ect id="1.3266410235" type="Node">
<Property type="Bool ean" nanme="acknow edgeAl erts" val ue="fal se"/>
<Property type="Integer" name="alert" val ue="1000"/>
<Property type="Integer" nanme="alertCeiling" val ue="1100"/>
<Property type="Enuneration(12)" name="al ert Strategy" val ue="1"/>
<Property type="Unsi gned Integer" nanme="checki nFrequency" val ue="30"/>
<Property type="Integer" name="checki nScore" val ue="-5"/>
<Property type="Enuneration(14)" name="downNotify" value="1"/>
<Property type="String" nane="label" val ue=""/>
<Property type="Integer" name="m ssedChecki nScore" val ue="10"/>
<Property type="String" nane="nane" val ue="tenplate"/>
<Property type="hjectSet" nane="nodeC asses" val ue=""/>
<Property type="Conputed String" nanme="siblingNane" val ue="tenplate"/>
<Property type="String" name="snnpConmunity" val ue="public"/>
<Property type="Enuneration(20)" name="snnpVersion" value="0"/>
<Property type="Integer" name="warn" val ue="200"/>
<Property type="Integer" name="warnCeiling" val ue="300"/>
</ Obj ect >
</ Obj ect >

Before this file can be used to create new nodes in SysOrb,aime of the node must be changed. This is the
property callecharme. Just change the value to something other theampl at e. The following example shows the
modified file, which can be used to create a node calted Node.
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Example 11-3. Modified XML file, ready for import

<?xm version="1.0"?>
<Meta version="1.0" description="SysOrb exported database" tinestanp="2004-04-13-T15:52: 38">
</ Met a><Obj ect id="1.3266410236" type="Domain">
<Property type="Enuneration(14)" name="downNotify" value="1"/>
<Property type="String" nane="label" val ue=""/>
<Property type="String" nane="nanme" val ue="Test"/>
<Property type="Conputed String" name="siblingNanme" val ue="Test"/>
<Obj ect id="1.3266410235" type="Node">
<Property type="Bool ean" nanme="acknow edgeAl erts" val ue="fal se"/>
<Property type="Integer" name="alert" val ue="1000"/>
<Property type="Integer" nanme="al ertCeiling" val ue="1100"/>
<Property type="Enuneration(12)" name="al ert Strategy" val ue="1"/>
<Property type="Unsi gned Integer" nanme="checki nFrequency" val ue="30"/>
<Property type="Integer" name="checki nScore" val ue="-5"/>
<Property type="Enuneration(14)" name="downNotify" val ue="1"/>
<Property type="String" nane="label" val ue=""/>
<Property type="Integer" name="ni ssedChecki nScore" val ue="10"/>
<Property type="String" nane="nane" val ue="New Node"/>
<Property type="hjectSet" nane="noded asses" val ue=""/>
<Property type="Conputed String" name="siblingNane" val ue="tenplate"/>
<Property type="String" nane="snnpComunity" val ue="public"/>
<Property type="Enuneration(20)" name="snnpVersion" val ue="0"/>
<Property type="Integer" nanme="warn" val ue="200"/>
<Property type="Integer" name="warnCeiling" val ue="300"/>
</ hj ect >
</ Obj ect >

Using the modified file it is possible to create a node caled@ Node in any domain on the SysOrb Server. To
create the node in the domain callsew Domai n (must be created before the command is executed), use the
following command:

Example 11-4. Creating a node usingysor b-i nport er

$ sysorb-inporter -1 admin -P adntest -i "New Donain" -f tenplate.xn
I nporting database into domain 1.1004032985 and replacing it.
I mporting configuration.. Done

Itis possible to expand on this to create domains, check&ein the command line. Itis also possible to export the
statistical data gathered by SysOrb if it must be procesgatime other tool. However in this casgsor b- t ool
is a better solution, which is described in the next chapter.
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The SysOrb Tool is provided in order to access the SysOrtbdatausing a command line tool.

The syntax of the tool is:

sysorb-tool [-h] [-s server] [-p port] [-d domain] -l login [-P password] [-f fil enane] command
[command-options] path | -i id

-h

Displays a text on how to use the tool

-S server

Instructs the utility which SysOrb server to connect to.dddfs to the local machine.

-p port
If you SysOrb server uses a non-default port, use this switch

-d domain

Specifies the domain in which the user that is used for thelisgdlaced.

-I'login

The login name of the user.

-P password

The password for the login.

-f file

This option specifies the input or output file. If not specifigandard in or out will be used, according to the
command used.

The command argument determines the output of the program. Currendyetlare seven different commands
available:

select
The selectcommand is used for extracting statistical informationuthe check or the incident log from a
node, and output it to a CSV file. It is possible to specify theetinterval that should be exported. In this case
the path argument is a path to a check.

insert
Theinsert command allows the user to insert data into a check. The slagad from an CSV file, in the same
format used by theelectcommand.

listdomains

listdomainsis used to extract a list of domains. Which domains are listedlatermined by the path, which
must point to a domain. The command then lists all subdomiairikis domains. This can also be done
recursively, so the subdomains of the subdomains alsostee i

listnodes

listnodeswill list the nodes located under the domain, specified byptité.
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listchecks
listcheckswill, if given a node as parameter, list all the checks on tiude. If given a domain, all the checks
on the nodes in the domain will be listed.

listproperties
listproperties will list all the properties of the object identified by thetpaThis can be both Domains, Nodes
and Checks.

update
update will update the value of one or more properties in the objgentified by the path.

The path is a string identifying either a domain, a node oreckhlf the path identifies a domain, the path only
consists of one item. This is a ’. seperated list of the domemes, leading to the domain. So a path to the
'Routers’ domain located in the 'Backbone’ domain would Bac¢kbone.Routers’.

If the path identifies a node, it will consist of two parts sggped by a ’,. The first path will identify the domain
in which the node is located, in the same way as specifyingtla fgaa domain. The second part is the node’s
name (not label) in SysOrb. l.e. a path to the node 'mainrbirteteh 'Routers’ subdomain would be 'Back-
bone.Routers,mainrouter’.

A third part is added when the path identifies a check. Thisigantifies the check for the SysOrb Server. However
constructing thi part by hand is not easy, so the listcheoksntand should be used in order to obtain thie part of
the path.

Instead of a path, the switch can be used. This switch allows you to give an ID to thiaadin/node/check instead
of the path. The id’s can be retrieved by the list commands.

12.1. The select command

select[-tti mef ormat | -u][-bstarttime] [-e endti ne]

Theselectcommand allows you to extract statistical information atssapecific check, or the incident log from a
node, into a CSV (Comma Seperated Value) file.

-t timeformat

Using this switch allows you to change the format of the timleen written to the CSV file. How to do this is
documented irSection 12.1.1

Using this switch will format the time as seconds passedesih@70-01-01 00:00:00 GMT'. Note that only
one of the-u and-t switches can be used at a time.
-b starttime

The earliest point in time, for which data should be extraciéis should be specified as either as the number
of seconds passed since '1970-01-01 00:00:00 GMT’, or astit8® (YYYY-MM-DD-Thh:mm:ss). If-b is
not given, the extraction will include the first data recqrtgsent in SysOrb.

-e endtime

The latest point in time, for which data should be extractém: format ofendtimes the same as fatarttime
for the-b switch.

© Evalesco A/S 63



Chapter 12. SysOrb Tool

12.1.1. How to specify the timeformat

If you have specific requirements as to how the time stampsldHze formatted, thet option allows you to
customize the output.

The timeformatis a string, in which some special character sequences &ileplaced with specific parts of the
date.

The following sequences are supported (note that the speditiput of some of these sequences will depend on the
language and region setting of the node where sysorb-teskisuted):

%a

The abbreviated weekday name for the date.

%A

The un-abbreviated weekday name.

%b

The abbreviated month name for the date.

%B

The full month name.

%cC

The preferred date and time format, according to the langgiand region settings of the machine.

%d
The day of the month. (01-31).

%H

The hour on a 24-hour clock, as a number (00-23).

%l

The hour on a 12-hour clock, as a number (01-12).
%j

The day of the year as a number (001-366).

%m

The month as a number (01-12).

%M

The minute as a number (00-59).
%p

AM/PM for 12-hour clocks.

%S

The seconds as a number (00-61). The number of seconds ciwrbedn order to account for leap-seconds.

%U

The week number of the year (00-53). This will start the nurmigewith the first sunday as the first day of
week 01.
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%W

The weekday as a number (0-6). Sunday is O.

%W

The week number of the year (00-53). This will start the nunmgewith the first monday as the first day of
week 01.

%X

The preferred date format, according to the languange ajidrsettings of the machine.

%X

The preferred time format, according to the languange agidmesettings of the machine.
%y
The year without the century as a number (00-99).

%Y

The year with the century as a number

%%
A "%’ will be output.

12.2. The insert command

insert

Theinsert command reads a CSV file, and imports the data from that fite,anspecific check in the SysOrb
database.

The command takes no options, and it expects the timeforimtteoCSV file to be either the default format
outputted fromselect or the format obtained whet is used. The command will automatically determine which
of the formats are used for the CSV file.

12.3. The listdomains command

listdomains [-0 N |i|p|d ][]
Thelistdomains command will list the sub-domains of the specified domain.

-o Nli|p|d

This switch controls the produced output. Each of the Isttgil make the command output a different prop-
erty of the domains being listed. The order of the letterengites the order of the output. The letters have the
following meanings:

N

Will display the human readable name for the domain.
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i
Will display the ID of the domains.

pord

Will display the path to the domains, usable as a parametéhédistnodesor listdomains commands.

If this switch is given, not only direct subdomains will bstéd, but also subdomains of the subdomains.

12.4. The listhodes command

listhodes[-0 N|i|p|d|n ][-]

Thelistnodescommand will list the nodes of the specified domain.

-o N[i|p|d|n

This switch controls the produced output. Each of the Iettgil make the command output a different prop-
erty of the nodes being listed. The order of the letters datex the order of the output. The letters have the
following meanings:

N
Will display the human readable name for the node.
i
Will display the ID of the node.
p
Will display the full path to the node, usable as a parametethielistcheckscommand.
d
Will display the path to the domain in which the node is lodate
n

Will display the path to the node, without the domain path.

If this switch is given, not only nodes placed directly in geected domain will be listed, but also nodes in
the subdomains.

12.5. The listchecks command

listchecks[-o N|i|p|d[n]|c ][]

Thelistcheckscommand will list the checks of the specified node or domain.
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-0 NJi|p|d|n|c

This switch controls the produced output. Each of the Isttéll make the command output a different prop-
erty of the checks being listed. The order of the lettersnaites the order of the output. The letters have the
following meanings:

N

Will display the human readable name for the check.
i

Will display the ID of the check.
p

Will display the full path to the check, usable as a paranfetethe selector insert commands.
d

Will display the path to the domain in which the check is lecht
n

Will display the path to the node, on which the check is lodate
c

Will display the path to the check, without the domain andenpdth.

If this switch is given, not only checks placed on nodes whiehdirectly in the selected domain will be listed,
but also checks on nodes in the subdomains. This option heffewt if the path specifies a node instead of a
domain.

12.6. The listproperties command

listproperties {pat h-speci fi cation}[-a] [-t]{ property-nane}...

Thelistproperties command will list some or all of the properties of a Domaindd@r Check together with the
value of said properties..

-a

When this switch is given, all properties of the given Dom&inde or Check will be listed, together with
their value.

When this switch is given, the type of each property will beelistogether with the propertys name and value

property-name...

If the -a argument is not given, thistproperties will only list the properties where the name is explicitly
given on the command line.
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12.7. The update command

update {pat h- speci fi cati on}{ property-nanme=new- property-val ue}...

Theupdate command will update one or more properties of a Domain, Nodeheck, if necessary.
The commands arguments is a list of properties togetherthitimew value of the property.

If you wish to alter the name of a domain, the paramatene="New Name" will change the name property of
the specified domain to "New Name". When you use parametergohgéains spaces, make sure that you quote
according to the rules of your shell.

12.8. Understanding the CSV file-format

68

sysor b-tool has 3 different CSV formats, depending on which kind of chedelected.

The first line of each CSV file identifies the columns of the #Mé&er this line, comes the real data from the check.
Each line corresponds to one record in the SysOrb databaseohd can contain several measurements. This is
because SysOrb will "compress" older data, by combiningrsgéwneasurements into one record.

A measurement can be either good or bad. If it is good, it m#aatsSysOrb actually have obtained a value from
the check. If it is bad, it means that SysOrb was unable toimlat®alue from the check. For example this is the
case when SysOrb tries to perform a HTTP check, but cannotexbiio the server.

12.8.1. Continuous checks

Continuous checks are the checks that are plotted as a laph gn the SysOrb Web-interface, plus the uptime
graphs. E.g. all NetChecks are Continuous graphs.

A CSYV file of a continuous check contains 7 different columns.
Begin
The time at which the first measurement contained in the desmstarted.

End

The end time of the last measurement contained in the record.
Min
The minimum value of the good measurements.

Avg

The average value of the good measurements included in¢bedre

Max

The maximum value of the good measurements.

ngood

The number of good measurements contained in the record.

nbad

The number of bad measurements contained in the record.
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12.8.2. State checks

State check are the checks that can be in different statpsPEcess Presence check, RAID state check etc. are all
State checks.

Internally in SysOrb the state of these checks are repredéyta bit-mask. So when SysOrb "compresses" several
state measurements into one, more bits get set in the bk-afdise resulting record.

A state check CSV file contains 5 different fields:

Begin

The time at which the first measurement contained in the desastarted.

End

The end time of the last measurement contained in the record.

Mask

A bitmask where all the bits of the different states seenépériod of the record are seen.

ngood

The number of good measurements contained in the record.

nbad

The number of bad measurements contained in the record.

12.8.3. String checks

String checks are all the kind of checks that produce stri@gsrently Log Checks and Incident logs for Nodes are
the only kinds.

A CSV file of a string check contains the 4 different fields:

Time
The time at which the string was encountered.
Severity
An indicator of how severe the text message is. Currentetivalues are supported:
. 1-Good
« 2-Warning
« 4-Alert

Text

The text of the measurement.

12.9. Example scripts

In this section we will present two scripts which automate ¢xtraction of all data in SysOrb (except Incident
Logs) through theysor b-t ool .
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One script is for bash, and should work with all Unix’es whiash is installed. The other script is for Windows.

Example 12-1. Example extracting all data using bash

#!/ bi n/ bash

#

# Change these variables to match your setup.
#

SOTOOL="/ usr/ bi n/ sysor b-t ool "

USERNAME=adni n

PASSWORD=adnt est

DOVAI N=.

SERVER=| ocal host

# This directory will be created by the script. If such a file or
# directory already exists, it will be del eted.
QUTPUTDI R=out put

STDCMDLI NE=" ${ SOTOOL} -1 ${USERNANE} -P ${PASSWORD} -s ${SERVER} -d ${DOVAI N} "

# Prepare the output directory.

if [ -e "$QUTPUTDIR' ]; then
rm-rf "$OUTPUTDI R'

fi;

nkdir -p "$OUTPUTDI R'

# The outer |oop extracts a list of all the nodes on the server.
$STDCMDLI NE |i stnodes -r -0 iN. | while read i; do

# The id of the node is the characters before the first space
NODEI D=* echo i | cut -d ' * -f 1°

# The nane of the node is the rest of the characters. Renenber to
# translate /'es to _, as /'es are illegal in filenanes.
NODENAME=' echo $i | cut -d ' ' -f 2- | tr [/ _°

echo "Exporting $NODENAME"

# The inner |oop extracts all the checks on one of the nodes
$STDCVDLI NE | i stchecks -0 iN -i $NCDEID | while read j; do

# The check’s id and the checks nane, is extracted in the sane
# way as the nodes.

CHECKI D=* echo $j | cut -d ' ' -f 1°

CHECKNAME=' echo $j | cut -d ' ' -f 2- | tr [ _

# Extract all data for the check. If there is only need for a

# period of data, the -b and -e options to the select conmand

# can be used, together with the unix date comrand.

$STDCVDLI NE -f " $OUTPUTDI R/ $NODENAME - $CHECKNAME'. csv sel ect -i $CHECKI D
done;

done;
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Example 12-2. Example extracting all data on Windows

@CHO of f

REM The paraneters to the sysorb-tool. The current one logs in as the user
REM admi n with the password adntest in the domain . on the server | ocal host
SET parans="-1 adnin -P adntest -d . -s |ocal host"

REM Change sotool to point to the path of the SysOb tool.
SET sot ool =" %°r ogr anti |l es% SysOrb Server\sysorb-tool . exe"

REM Execute the sysorb-tool in order to extract the list of all the donains.
%ot ool % Yparans% -f % nmp% nodes. txt |istnodes -r -0 i N .

REM Now use the nodes.txt file as a paraneter to the for |oop

FOR /F "tokens=1+" %4 |IN (% nmp% nodes.txt) DO (
REM echo Processi ng node %%

REM Extract a list of all checks present on the node
%sot ool % Yparans% -f % np% %% - checks. txt |istchecks -0 iN-i %%

REM | f there are no checks on the node, the file will not be created.
I F EXI ST % np% %% - checks. txt (

FOR /F "tokens=1+" 9% & I N (% np% %% - checks.txt) DO (

ECHO Extracting data for %94 on %% to file %K. csv

REM Store the name of the check in the first line
REM of the CSV file.

ECHO Node, CheckNanme > %4&. csv

ECHO %% , %94 >> %K. csv

REM Extract the data for the check.
%ot ool % Y%par ans% sel ect -i %K >> %K. csv

)
DEL /F % np% %% - checks. t xt

)
)

rem DEL /F % np% nodes. t xt
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SysOrb uses parts from other software projects.

13.1. GD Graphics Library

Portions copyright 1994, 1995, 1996, 1997, 1998, 1999, 280Cold Spring Harbor Laboratory. Funded under
Grant P41-RR02188 by the National Institutes of Health.

Portions copyright 1996, 1997, 1998, 1999, 2000 by Bo@elh, Inc.

Portions relating to GD2 format copyright 1999, 2000 Philiprner.

Portions relating to PNG copyright 1999, 2000 Greg Roelofs.

Portions relating to libttf copyright 1999, 2000 John Efigellson@Ilucent.com).

Portions relating to JPEG copyright 2000, Doug Becker angyigght (C) 1994-1998, Thomas G. Lane. This
software is based in part on the work of the Independent JPEBG

Portions relating to WBMP copyright 2000 Maurice Szmurlo dotdan Van den Brande.

Permission has been granted to copy, distribute and modify gny context without fee, including a commercial
application, provided that this notice is present in usereasible supporting documentation.

This does not affect your ownership of the derived work ftsshd the intent is to assure proper credit for the
authors of gd, not to interfere with your productive use oflfijsiou have questions, ask. "Derived works" includes
all programs that utilize the library. Credit must be givaeruser-accessible documentation.

This software is provided "AS IS." The copyright holdersothém all warranties, either express or implied, includ-
ing but not limited to implied warranties of merchantalyilitnd fitness for a particular purpose, with respect to this
code and accompanying documentation.

Although their code does not appear in gd 1.8.4, the authisk @ thank David Koblas, David Rowley, and
Hutchison Avenue Software Corporation for their prior ednitions.

13.2. OpenSSL Library

13.2.1. OpenSSL License
Copyright (c) 1998-2007 The OpenSSL Project. All rightsergsd.

Redistribution and use in source and binary forms, with dheut modification, are permitted provided that the
following conditions are met:

1. Redistributions of source code must retain the aboveragiynotice, this list of conditions and the following
disclaimer.

2. Redistributions in binary form must reproduce the abaygydght notice, this list of conditions and the fol-
lowing disclaimer in the documentation and/or other matefprovided with the distribution.

3. All advertising materials mentioning features or usehif software must display the following acknowledg-
ment: "This product includes software developed by the GEnProject for use in the OpenSSL Toolkit.
(http://www.openssl.org/)"

4. The names "OpenSSL Toolkit" and "OpenSSL Project” mustheoused to endorse or promote products
derived from this software without prior written permissid-or written permission, please contact openssl-
core@openssl.org.
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5. Products derived from this software may not be called 38" nor may "OpenSSL" appear in their names
without prior written permission of the OpenSSL Project.

6. Redistributions of any form whatsoever must retain thieiong acknowledgment:

"This product includes software developed by the OpenSSL Projectuge in the OpenSSL Toolkit
(http://www.openssl.org/)"

THIS SOFTWARE IS PROVIDED BY THE OpenSSL PROJECT “AS IS” ANDNX EXPRESSED OR
IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE [EHCLAIMED. IN NO

EVENT SHALL THE OpenSSL PROJECT OR ITS CONTRIBUTORS BE LIABLFOR ANY DIRECT,
INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENHL DAMAGES (INCLUDING,

BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERMES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSEINA ON ANY THEORY OF

LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE \EN IF ADVISED OF

THE POSSIBILITY OF SUCH DAMAGE.

This product includes cryptographic software written bicBfoung (eay@cryptsoft.com). This product includes
software written by Tim Hudson (tjh@cryptsoft.com).

13.2.2. Original SSLeay license
Copyright (C) 1995-1998 Eric Young (eay@cryptsoft.coml)rights reserved.

This package is an SSL implementation written by Eric Youegy(@cryptsoft.com). The implementation was
written so as to conform with Netscapes SSL.

This library is free for commercial and non-commercial uséoag as the following conditions are aheared to. The
following conditions apply to all code found in this distuiiion, be it the RC4, RSA, Ihash, DES, etc., code; not
just the SSL code. The SSL documentation included with tisisidution is covered by the same copyright terms
except that the holder is Tim Hudson (tjh@cryptsoft.com).

Copyright remains Eric Young’s, and as such any Copyrighicae in the code are not to be removed. If this
package is used in a product, Eric Young should be giverbatton as the author of the parts of the library used.
This can be in the form of a textual message at program startiipdocumentation (online or textual) provided
with the package.

Redistribution and use in source and binary forms, with aheut modification, are permitted provided that the
following conditions are met:

1. Redistributions of source code must retain the copymglite, this list of conditions and the following dis-
claimer.

2. Redistributions in binary form must reproduce the abaygydght notice, this list of conditions and the fol-
lowing disclaimer in the documentation and/or other matefgprovided with the distribution.

3. All advertising materials mentioning features or usehis software must display the following acknowledge-
ment:
"This product includes cryptographic software written by Eric Youray@cryptsoft.com)"
The word 'cryptographic’ can be left out if the rouines frametibrary being used are not cryptographic related
).
4. 1f you include any Windows specific code (or a derivativerdof) from the apps directory (application

code) you must include an acknowledgement: "This producludes software written by Tim Hudson
(tih@cryptsoft.com)"
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74

THIS SOFTWARE IS PROVIDED BY ERIC YOUNG “AS IS” AND ANY EXPRES OR IMPLIED WAR-
RANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. INNO BBNT SHALL THE AUTHOR
OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENAL, SPECIAL, EXEMPLARY,
OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, P®RCUREMENT OF SUBSTI-
TUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BNESSS INTERRUPTION) HOW-
EVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY,
OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WA OUT OF THE USE OF
THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DANGE.

The licence and distribution terms for any publically aable version or derivative of this code cannot be changed.
i.e. this code cannot simply be copied and put under anotis&itdition licence [including the GNU Public Li-
cence.]
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