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Abstract

This document describes how to use the SysOrb Network Mamgi@®ystem once the server and agent programs
are set up successfully. If you have not yet a running Sys@rhe®, please consult the administrators guide first.
You will need some of this information in order to configure BysOrb Agent fully. This document addresses the
3.8.0 release of SysOrb. For further information pleasi kitp://www.evalesco.com.
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Chapter 1. System Overview

The purpose of the SysOrb Network Monitoring System is toitooservers, applications and devices in a network
by talking to the servers and retrieving information abautring services, current load, etc. This information
can be used by the administrators of the network to track domwblems with their servers, document resource
utilization, etc.

1.1. SysOrb Components

The SysOrb Network Monitoring System consists of severgbmsoftware components, the responsibilities of
which are outlined below:

« TheSysOrb Server: This is the center of the SysOrb System. The Server can rnubteck networked services
(such as web servers and mail servers) via NetChecks, lualisd the central component to which the Agents
will report device information and statistics. The SysOdn@r is the central repository in which all statistical
and operational data are stored, and it is the entity in tlO8y System that will actively alert administrators
when problems arise in any of the monitored systems.

In the following text anode is any machine or device that can be monitored by SysOtinshis a node where
the SysOrb Agent can be installed.

« The SysOrb Agent: In order to actively monitor local devices (such as hardgrjymemory, processor statistics
etc.) on networked systems, those systems must run the ISysg§ent. This program will gather operational
information from the system on which it is running, and reépgbese data to the SysOrb Server for further
processing. In case of failures (such as a harddisk runnihgf a crashed service process), the SysOrb Server
can actively alert the administrators of the particular hiae that reported the failure.

- The Web Interface: In order to allow easy access to the monitoring data and tbefiguration of the SysOrb
System from anywhere and from any platform, the Web-bastedfate is provided. This User Interface ships
as a part of the SysOrb Server, and is usually (but not netlgdsan on the same physical machine as the
one running the SysOrb Server. In order to fully use and cardignonitored services or devices in the SysOrb
System, all you need is a computer with a web-browser caprdlalecessing the SysOrb Server computer.

1.2. Users, Groups and Paths

The SysOrb System has a concept of Users, Groups and Patlisytdor different groups of people to be alerted
in case of alerts raised on monitored node.

A User is a person with access to the SysOrb Network MonigoBystem. This person has a username and
a password. By means of the username and password, the mpers@tcess status information on the SysOrb
Network Monitoring System.

A User can have a number of Paths. A Path describes a way tiglsietwork Monitoring System can notify the
user of a warning or an alert. A path can be the phone numbenwfrerical pager, an e-mail address of a mailbox
or the phone number of a cellular phone belonging to that user

A Group is the logical entity that is notified when an alertassed. A Group can refer to zero or more Paths. This
basically means that if machimeail.sysorb.com causes an Alert in the SysOrb Network Monitoring System,
this can cause one Group to be notified. This Group could #fento the Paths of a few administrators responsible
for that node.

While this system might seem a little complex at first glancdopes give the user a powerful way of notifying the
right people. When complex networks and systems are beingtoned the use of paths is a great help as it allows
SysOrb to notify users in different ways depending on whatwmgs and alerts have been raised.

© Evalesco A/S 1



Chapter 1. System Overview

1.3. Alert concepts

In SysOrb there are two alert strategies. The most simplésotieeimmediate strategy. When a node or a check
is configured to use thenmediate strategy, SysOrb will send out an alert the first time the kl@node fails.
This is especially useful for checks such as uptime, progpesssence, RAID status and other checks which have no
natural fluctuation (that is, just one bad reading meanssiraething is really wrong).

The other alert strategy 8coreK eeper. ScoreKeeper is useful when SysOrb is monitoring sometiiagsporad-
ically peaks above the set limits. For example, if the nekwesponse time to some remote node is monitored, and
the maximal delay is configured to be 10 ms, we do not usualht aa alert if the delay sporadically exceeds this
limit. It may be just one single packet that was delayed, smekiough it may be way above the acceptable delay
limit, it is still acceptable because it was a one-time ieaid

In order to work with this kind of fuzzy limits, a score is kdpt each node and each of it's checks.

The ideal score is 0. A score can never go below 0. If a checakitseis a warning, the score will be incremented
with some specified value, until the Warn Ceiling is hit. Iffeeck results in an alert, the score is increased further
until the Alert Ceiling is hit. The score can never exceedAlet Ceiling. If the check succeeds, the score will be
decremented with some value, until it reaches 0 again.

All the scores are updated every five seconds. The scoregdeged based on the last known value from each
check.

When you choose to configure a new node in the SysOrb Networktbtorg System, you will be given the choice

of specifying the mentioned limits and increment / decrenvatues. The node’s limits are used as limits for all
the checks on the node. The increment / decrement valuesadbntare defined for each check on the node. This
is because they are used to increment / decrement the sctite associated check only. All the check scores are
checked against the node’s limits. If the limits are excdettealert can be issued. The default values are perfectly
appropriate for most uses, so you need not try to understenddeper relationship between the values and the
way warnings and alerts will work. If you do, however, dedidehange these values, you have to be certain of the
consequences of the changes as a mis-configured systent iw@rée than a system running with a sub-optimal
configuration.

We recommend that you leave the score and warning / aletlirigegalues to their defaults, and only change them
if you both understand what the change will mean, and agthale a need to change them.

1.3.1. Alert acknowledgement

Sometimes a check may enter alert state and leave againddygthat you may risk nobody notices. Of course,
if SysOrb is configured to send out email alerts, it will sem& mo matter how brief the alert state was. But the
email can get lost, or the user may have requested not toveeceire that one SysOrb mail every half hour, and if
he has got one recently, he may never receive an email fopdhigular alert.

To be absolutely sure, that no alerts go unnoticed, SysQatvslan option called Alert Acknowledgement to be
enabled per check. When that is enabled, the check will staleim state, even if the original cause of the problem
goes away.

This could be useful on a process presence check for instéitite operating system restarts a given process after
a short period of time, but you still want to notice, if it hasem missing. In that case enabling Alert Acknowl-
edgement will result in a red icon showing up as soon as theegeostops, and staying red even when the process
starts again. After the process has started you must ekplaknowledge the alert through the web interface for
the icon to revert to green.

Some checks (currently only LogChecks) makes no sense wtititert acknowledgement enabled. That is so be-
cause a bad log line appearing in the log, is treated by Sya®©aln instantaneous alert state, returning immediately
to good state awaiting the next line to be appended to théAfith.alert acknowledgement enabled it will of course
stay in alert state until a user explicitly acknowledges.

2 © Evalesco A/S



Chapter 1. System Overview

1.4. Domains

An important feature in the SysOrb Network Monitoring Systis the use of domains. Domains are a logical way
of distinguishing between separate parts of your netwook. dan monitor nodes on completely different networks,
or for different customers or departments, from the sam©8yServer without confusing the various nodes.

Domains in SysOrb are not only used to sort the monitored $ydtiey also allow you to classify SysOrb users.
The domains you create will exists in a top-down hierarchicvlonly allows your users to look down through the
tree, not up. In that way you can define a number of domainshwiilt be unaware of each other.

An example of how a set of domains could be configured is:

ROOT DOMAIN

-

SERVER ROOM 2| ACCOUNTING

&
AR /]
sas 3 3%

You, the administrator of thRoot Domainwould be able to see all three domains and your adminigr aiiivi-
leges from thdRoot Domairis the same irserver roomOfficeandAccountingdomains. Users and administrators
defined specifically in th&erver room domain will not be able to see theffice or the Accountingdomains.
Likewise, users irAccountingwill not be able to see th®fficeand Server Roondomains. Since thAccounting
domain is created as a subdomain to @fécedomain all users frondfficewill be able to see their own domain
andAccounting

Apart from managing users and nodes, domains also handleslitg and as such can be used to limit how many
SysOrb Agents the SysOrb Server will allow in a given domainis comes in useful when administrators of
subdomains are free to add SysOrb Agents without consuhimgdministrator of thoot Domain

This function is typically used by service providers, aslitwas the provider complete control over the amount
of licenses each customer can use. This allows the custarteohtrol over the monitoring of his/her servers,
without allowing him/her to use up all the service providigsnses.

© Evalesco A/S 3



Chapter 2. Getting started

When you have a SysOrb Server and Web-Interface installedigcwed, and running (as describedline Admin-
istrator’'s Guide, you should be ready to log on for the first time. By now youwdtide able to get the SysOrb
Login Screen in your browser. If you do not have this logireser, please consult the Administrator’s guide again,
or ask support@evalesco.com > for help. From here on we assume that you have a working Webféice and
Server installation.

2.1. First Login and default password

le Edit View Go Bookmarks Tools Help

File
@~ 2 -4@ . @[ nipliabatossinter.sysorb comksmsofindex.cgizpath= 1 |

NETWORK MONITORING SYSTEM

The SysOrb login screen.

The default configuration of the SysOrb Server creates oo@uat. You can use the username and password given
below to login to the SysOrb Web Interface running on yourCysServer:

+ Username: admin
+ Password: admtest
« Domain: (nothing - leave blank)

You should now see the Overview page, with two domaiRsot domairandSysOrb Servgr The domain SysOrb
Server contains a node representing the SysOrb Servdr lisels currently of little interest.

2.2. Changing default password

Theadmin account has a standard password which you should changediarity reasons. To do this log in with
the username, password and domain given above and go athigguration section by using the navigation
buttons at left side of the page. This will give you a list o things configured in your SysOrb system.

Select theEdit option for the useadmin and you will get a list of options that can be edited for thagrugnter
your new administrator password in the fiellassword and Password again and press th©K button at the
bottom of the page. The password has now been changed.

2.3. Auto-discovering Nodes

To quickly setup monitoring for nodes on the network, you oaa the auto-discovery feature of SysOrb. This is
explained inChapter 5

© Evalesco A/S 4



Chapter 2. Getting started

2.4. Interpreting SysOrb graphs

Once the first checks have been set up and data are flowingyis@rB, you can click on the status line for a check
to see the historical data stored for that check.

Overview for Root domain -> intern -> Back office (backoffice) -> AgentChecks on blackbird.ewan.evalesco.com
MNode: blackbird.ewan.evalesco.com
Summary
teichesks | AgentChecks
| AgentChecks
Incident log

Select all: []

Node Infa
AgentChecks on blackbird.ewan.evalesco.com

Name Comment Status O
57 Load response b Click to see graph
w7 Temperatures b Click to see graph

Custom AgentChecks

Name Comment Status O
# DB dump age rscds  Check OK ks 11.0 h O
# DB dump age wikidb Check OK ks 11.0h O
o Debian upgrades Check OK [} O

A list of agent checks on a node - clicking on the status linkkdisplay the graphs of actual historical data

There are several types of graphs in SysOrb, because tleesewral types of data that can be monitoedn-
tinuousdata such as temperatures, disk space, response timesealis@ayed as curves in a coordinate system.
Enumerationdata such as RAID disk status, switch port status, processepce etc. are displayed on a special
"time line" with colored areas depicting both the actualdm# value of the check ("degraded”, "missing" for
RAID for example) and the status of that value ("warning'letél for example) Uptimegraphs provide a flexible
display of how long a system has been up, and when it has rethoot

2.4.1. Continuous graphs

Continuous graphs hold a lot of information. In its most dienform, the graph will show the evolution of a
single check result over time. At the top of the graph, a linevss "Min", "Avg" and "Max" numbers; these are
the minimum, average and maximum numbers recorded in thedoginown. Please note, that the deep-blue curve
drawn represents averages over short intervals, and tettéie top and the bottom of the curve may not correspond
to the "Min" and "Max" numbers printed at the top of the gralshorder to actually see the real minimum and
maximum values too, one can click the "Show min/max" chegkdidhe very left of the web interface (not shown
in the images here).

2007/05/31 11:24 to 2007/06/07 11:24 (1 week):

Gils Min: 25.7 GiB fvs: 33.6 Gib Max: 33.3 GiB
40.0
5.0
< >
30.0
0T 3 5 71
un 2 Jun un 4 Jun Hn 6 Jun Hn

A very simple check; free space on a filesystem, as it has eglaver time

Looking at another graph with slightly more "violent" chasgone will be able to see the blue shade representing
the minimum/maximum interval around the deep-blue curaeebpresents the average. Remember, the blue shade
can be switched on and off using the "Show min/max" checklothe left side of the web interface.

© Evalesco A/S 5



Chapter 2. Getting started

2007/06/06 12:53 to 2007/06/06 13:53

GiE Min: 9.27 GiB fvg: .75 GiB Max: 9.80 GiB
10.0
0.8
. S
9.5
2.2 13:00 13:20 13:40
: 13:10 : 13130 : 13150

Notice the blue shade around the deep-blue curve aroundrbs when the curve changes a lot

Warning and alert thresholds are also shown on the cont;igeaphs. In the following example, the check has
"Warn when above" set to 400ms and "Alert when above" set @or30

2007/06/04 05:54 to 2007/06/04 20:20

ns Min: 16 ms Avg: 26 mz Max: 913 ms
1000

-

B
. Ll 2
200
SR A b el i kel e

0+
[EH e pr— 1000 12500 1400 16500 1800 50500

The red shaded area symbolizes the area in which the chedll ®in alert state with the current thresholds. The
yellow shaded area symbolizes the area in which the checldvb&uin warning state with the current thresholds

Packet loss on for example ICMP Ping checks (or other lossta, dlepending on the check type) can be shown
in the continuous graphs, if the "No response %" checkboldke.

2007/06/03 16:50 to 2007/06/03 17:50

M Min: 16 ms AvE: 30 ms Max: d4d1 m=
]
w00 i EE I E
F00 !' "
]

1710 17:30

The dark-red shades from the top of the graph symbolize pémé® On most of the graph, the packet loss is 0%
because there is no dark-red shade; but from 17:10 till ardam25 we see from zero to 50% packet loss

2.4.2. Enumeration graphs

Enumeration graphs depict the state of a check over timefdllogving graph shows the results of a SAF-TE SCSI
enclosure disk check. There are two colored areas in the ematiion graph; the tallest top area displays the check
result ("No error”, "Rebuilding”, "Predicted fault”, etevhile the shorter bottom area is either green, yellow or red

6 © Evalesco A/S



Chapter 2. Getting started

and displays the SysOrb alert status ("ok", "warning", ftd)e

2007/05/28 07:15 to 2007/06/01 17:23

29 M. 31 M
2 30 May 2 1 Jun
~) ___!__ E
N error [ rebuilding [Hrredicted Fault [JFailed [ Inactive
[ tot. present. Mot in RAID = other

Most of the time, this disk has had "No error" which resultedn "ok" status (green). From around mid-day on
May 30th till almost midnight, the disk was "Not present” winiresulted in "alert" status (red).

Notice how the legend explains all the possible statesgaldth a pictogram that shows a small sample of the two
colored areas; just by looking at the legend, we can see Hadglet" status (gray over red) would result in an alert
whereas "Rebuilding" (pink over yellow) would result in arwiag being sent.

2.4.3. Uptime graphs

Uptime graphs provide a quick overview of how long a giverteiyshas been up and running, when it last rebooted,
and how frequently it is rebooting.

2006/12/06 13:10 to 2007/06/07 14:10 (6 months):

Boot time
1 Dec 15:15:47 17 Jan 10:12:41

16 Apr 09:35:01 7 May 09:05:47

7 May 09:10:44 [Edays, 120 4om 13 May 22:00:02
14 May 09:44:17  1h 10m 14 May 10:54:19
14 May 11:07:19 ' dayz, 1h Zim 16 May 12:25:57

From the bottom-most bar, we can see that this particuldesysas last booted on May 16th around 12:36 and
has been running for a little more than 22 days so far

The left-most text displays the time of boot. The text to tightrof the bar displays the time of system shutdown.
The text printed on the bar shows for how long the system wasthp length of the bar is proportional to the
length of that interval. It is thus quick to see if a systemeBaoting consistently (for example every 49 days or
every sunday morning) or if it reboots randomly.

© Evalesco A/S 7



Chapter 3. User management

As mentioned irChapter lthe SysOrb Network Monitoring System relies on domainsyugsoand paths to notify
the right persons about warnings and alerts. Whenever arisstaiused by a machine in a domain, a group will be
alerted and messages will be sent to every one of that grpafis.

3.1. Domains

To properly manage the use of domains in SysOrb you need tw kndecide a few things about the part of your
network you wish to configure as a domain.

Most of the following options concern the maximum allowednier of various things in the domain. This is only
relevant if multiple administrators work in different doms, and the super-administrator wants to impose limits
on the number of resources each of the lesser administigttordd dispose of. Every limit should be interpreted
as a bound on the number of nodes in this domain and all of kdmuains, the subdomains may themselves
have limits, but still the constraints on the outer domailt bé enforced. The limits on the outermost domain is
ultimately determined by the license, and of course canaath by any administrator.

- Domain name: this is the name by which you will know the domain. We recomaheusing
human-understandable names like "Development”, "Margétdr well defined abbreviations. Please note that
domain names are no longer case sensitive.

- Domain label: in addition to the name of the domain you can have a labehtiibbe shown in the overview
along with the name.

« Alert group: a group that should be alerted if when something is in a baté sin this domain. E.g. in order to
send an email to a specified address when something goes.wrong

Possible valuedlone, As domain, AlertGroupX, AlertGroup,...
Default valueNone

- Information URL: if you have additional documentation regarding this danfiai the operators, you can supply
an URL here, and SysOrb will show a link to the documentatiortte various listings where this domain
appears.

« Max total nodes in domain: this is the maximum number of nodes allowed in the domainh BysOrb Agents
and nodes with only NetChecks count toward this number.

If set toUnlimited any number of nodes can be created in this domain.

« Max NetCheck’ed nodes: this is the maximum number of nodes in the domain, that camdeitored using
NetChecks. Note, however, that an AgentCheck’ed host carba monitored using NetChecks without counting
towards this limit.

If set toUnlimitedany number of nodes may be NetChecked, while observing theedimit on the total number
of nodes, as well as any limits on outer domains.

« Max SnmpCheck 10 nodes: this is the maximum number of nodes in the domain, that candrgtored using
up to 10 SnmpChecks. Note, however, that an AgentCheck’stidam also be monitored using SnmpChecks
without counting towards this limit.

If set to Unlimited any number of nodes may be SnmpChecked with up to 10 checllg, edserving the limit
on the total number of nodes, as well as any limits on outeraiiosn

« Max SnmpCheck Unlimited nodes: this is the maximum number of nodes in the domain, that candrgtored
using an unlimited number of SnmpChecks. Note, howeverahagentCheck’ed host can also be monitored
using SnmpChecks without counting towards this limit.
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If set toUnlimitedany number of nodes may be SnmpChecked, while observingiteoh the total number of
nodes, as well as any limits on outer domains.

« Max AgentCheck’ed nodes: this is the maximum number of SysOrb Agents that are allot@echeck in to
the new domain on the SysOrb Server. This option is usefutdatrolling how many SysOrb Agent licenses a
given domain can use.

If set toUnlimitedany number of hosts can check-in to this domain, while olisgrthe limit on the total number
of nodes, as well as any limits on outer domains. This alsc#gat it would be possible for an administrator
of this domain to use up all the AgentCheck licenses.

« Scheduled downtime: Some node are only used in certain periods, for instandaglurorking hours. SysOrb
can be instructed only to send warnings and alerts duringetperiods. It will still perform the checks around
the clock for statistical purposes, just not send warnirrgaerts outside working hours. Setting the scheduled
downtime of a domain, will pass the scheduled downtime omyonaachines (or subdomains) in the domain. So
this is an easy way to have downtime configured the same waydoy nodes..

You configure this by specifying all the time intervals of theek, for which SysOrb shoulabt send warnings
or alerts. For instance if you want SysOrb to monitor the dorfram 8 am to 4 pm every workday, you would
add downtime intervals from 0:00:00 to 8:00:00 and from 00 to 23:59:60 on each of Monday to Friday,
and one interval from 0:00:00 to 23:59:60 on Saturday anal&yn

+ Unexpected downtime: When SysOrb detects a problem with many machines in a doreajndque to a router
failure), you sometimes know that someone will deal withtis@me specific later time. You do not want to be
flooded with SysOrb messages until then. In that case yousmathese fields to instruct SysOrb not to send any
warnings or alerts regarding all nodes in this domain umwtihe later point in time.

Using the drop-down box labelddomain down you can select that all the nodes in the domain will be down
for 1, 3, 6 or 24 hours. You can also select the option namedil"Uand enter a date and time in the text field to
the right.

When enabling unexpected downtime you can choose to let 8ys€rd a notification to anyone ordinarily
receiving warnings or alerts regarding this node. This awlished using thBlotify group drop-down box.

3.1.1. Adding domains

B Configure in Root domain -> MyDomain -> Add domain
Greate SysOrb Domain
MyDomain

Nore El

@ Unlimited
Max NetCheck'ed nodes

@ Unlimited
Max SnmpCheck 10<check'ed nodes O

® Unlimited
Max SnmpCheck Unlimited nodes O

® Unlimited

Max AgentCheck'ed nodes
® Unlimited

Scheduled downtime

<

Unexpested downtime i\

Entire domain down Not down | ywyyimmigd [T hhmm @

Comment

Gomment 4
0O (Gancet

To add a new domain, do the following:

- SelectConfigure from the navigation buttons at the left.

+ Click you way through the domain tree until you have seletiteddlomain under which you wish to create a new
domain
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« Press théddd domain button.
- Fill out the information about the domain as described above

« Press th@®K button to accept the new domain or tBancel button to cancel.

3.1.2. Editing domains

To change the options for a domain, do the following:

- SelectConfigure from the navigation buttons at the left.

+ Click you way through the domain tree until you have seletiecdlomain where the domain you wish to edit is
located.

« Select theedit option for the domain you wish to edit.
« Change the options for the domain.

+ Press thé®K button to accept the changes or ancel button to discard the changes.

3.1.3. Deleting domains

To delete a domain, do the following:

« SelectConfigure from the navigation buttons at the left.

« Click you way through the domain tree until you have seletieddomain where the domain you wish to delete
is located.

- Click theDelete link to the right of the domain.

- You will be asked to confirm the deletion of the domain. PrasPielete button to delete the domain @ancel
to keep the domain.

3.1.4. Domain representation

When you are just using the Web-interface, you normally woeé&d to know how to represent a path to a domain in
text. This is however nessesary when you configure the Sya@eht, or when you wish to log in to a subdomain.

The root domain is represented as a dot ("."). A subdomaihdadot domain, is represented by it's name alone
(eg. "world"). Subdomains to this domain is representedlbtha names from the parent domain, separated by

dots with the outermost domains to the left (eg. "world.awrits.europe”).
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5y 0rb 2.4 2 - Login - Wailla Firebind

Eile Edit View Go Bookmarks Tools Help
@-D-@ 4P | httpi//albatross.intern.sysorb comksmsofindex.cgi?path= 1 i

- SYSORB”.

NETWORK MONITORING SYSTEM

Example of a login in the root domain

Flle Edit View Go Bookmarks Tools Help
@ - @ - w@ [ hupdabatrossintern.sysorb.comksmsofindex.cgizpath= 1 i

SYSORB' .

NETWORK MONITORING SYSTEM
Login

Username; custormner

sys0rb Doman: |cUSto mers. bigli m

Server akatross:1 770
PO made: r

o]

Example of a login in a subdomain

3.1.5. Quick links

Quick links makes it possible to add links to the navigatian dn the left in the web interface. The URL's asso-
ciated with the links can contain special variables that get substituted with appropriate values. E.g. the link
http://www.helpdesk.com/index.cgi?node=$node$ willhthe $node$ part substituted with the id of the current
node.

Quick links are associated to a domain. Every user of thisadorman see these links. Users in subdomains can
only see the links if the links have been markédible in subdomains.

A Quick link has the following properties:

« Quick link name: This is the name that will be shown in left bar in the web ifgee.

« URL: This is the URL that the link should point at. The URL can @ntvariables that will get substituted as
decribed above. There are several variables is definedhéuhbst useful ones are: $domain$, $user$, $node$
and $version$.

« Visible in subdomains: This checkbox indicates whether the link is visible for ngse subdomains of this
domain.

For Adding, editing and deleting a quicklink use the follagisteps:
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+ SelectConfigure from the navigation buttons at the left.

« Click you way through the domain tree until you have seletieddomain where the domain you wish to add
links to is located.

 Select theedit option for the domain you wish to edit.
+ Select theQuick links button to list the currently available quick links.

« Select theAdd Quick link button to get to the link creation page. Seledit next to a existing link in order to
edit it. Selecelete next to a existing link in order to delete it.

- When adding or editing a quick link. Fill the properties asalifed above and click.

3.2. Users

Each user is, when created, assigned to a specific domaimangér and his or her user rights will be inherited
down to any subdomain.

The information stored about a user, can be categorizedhnée groups. It is either basic information about the
user (e.g. name and rights), paths, or preferences.

The basic properties for a user are:

- Login name: The name the user must use to log in to the system.
- Real name: The users real name. Only used as a help for the administrato
« Password: The password the user must use to log in to the system.

Apart from these basic properties, the user has as set obitiipa, which determine which actions the user are
allowed to undertake within SysOrb.

- View information: This capability allows the user to view the results of thef@ened checks, all public gener-
ated reports, and public views.

Default value:On

Note: If this capability isn’t selected, the user will not be able to login to the user interface.

- Edit and delete oneself: Allows the user to edit his or her own information, incluginis or her password, and
to delete the user account. This does allow the user to edit his own capabilities.

It also gives the user the right to add and edit his own vievasadart paths.
Default value:On

- Downtime, acknowledge and reset scores: Enabling this allows the the user to set downtime, ackndgde
alerts and reset scores on both nodes and checks, but novisthehange any node or check settings.

Default value:Off
« Execute AgentActions: This capability allows the user to start an AgentAction amde.
Default value Off

- Create, edit and delete other users: Lets the user administer other user accounts, changimgphssword,
name etc.
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A user with this capability can also create new users, buiauit the "Set capabilities" capability, the created
users will only have the rights to "View information”, and"tedit and delete oneself".

Furthermore, this capability together with the capability Edit and delete oneself", will allow the user to edit

and view other users Views (as the user could simply deleteother user, and take ownership of his views
anyway). Without the capability to "Edit and delete onéseadther users private views can be seen, but not
edited.

In combination with the capbaility to "Create, edit, delatel generate reports"”, this capability allows the user
to view and edit the private reports of other users.

However, the user is only allowed to edit a private view oomepf the owner of the view or report is from the
same domain or a subdomain of the users domain. This mears.gh# a user from the Root domain creates
a private report in the Customer.A domain, then a user witbagdabilities enabled, will not be able to edit this
report. This can only happen if the view or report has "Pubdit" enabled.

Default value Off

- Create, edit and delete domains: Allows the user to edit or add new subdomains to his oiGrégin Domain
It also allows the user to create or edit QuickLinks and Repeaders/footers in his Origin Domain and all
subdomains to this.

If the user is located in the root domain, it also allows hiento import MIB-files into the SysOrb Server.
Default value:Off

- Create, edit and delete nodes: Lets the user configure nodes in his or kigin Domainand all the sub-
domains. It also allows the user to edit and configure Nodeseka created in the Origin domain or one of its
subdomains.

This option also allows the user to acknowledge alertst ses@es, and configure downtime, but only for nodes.
Default value Off

- Create, edit and delete checks: Allows the user to configure what checks should run on tHemift nodes in
the accessible domains. The user is also allowed to credtedinNodeViews on all accessible nodes.

Lastly, it allows the user to acknowledge alerts, resetescand configure downtime for checks.
Default value Off

- Create, edit and delete groups: Lets the user administer groups and assign alert pathsse th the accessible
domains.

Default value:Off

- Create, edit, delete and generate reports: Lets the user create templates for reports and generabetsep
from them.

Without this option, the user is not allowed to generate drregorts, even if they have "Public Editable” set.
Default value:Off

« Set capabilities (superuser): Lets the user change anything in the domain and its subdsmahis is effec-
tively a way of giving the user full administrative rightsandomain.

Default value:Off

Note: No amount of capabilities can allow a user to access higher level domains. It is therefore perfectly safe
to give customers logins with administrative privileges in their own domain.

Security warning:  Enabling this capability for a user in the root domain will allow that user to give himself
Server setup capability, which will allow him to run arbitrary shell commands on the SysOrb server.
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14

- Setup grid configuration (superuser): Allows the user to create stations, links, mount points exjbrts.

Note: This capability only affects users in the root domain

- Setup SysOrb Server (superuser): This capability only affects SysOrb users in the root dom#/hen this is
enabled the user will be able to setup some server-wide deasnof the SysOrb server, currently only which
Custom AlertPaths will be available, and what command tcete

Default value:Off

Security warning: Enabling this capability effectively allows the user to execute abitrary shell commands on
the SysOrb server (through Custom AlertPaths).

When adding new users to a domain you especially need to bailcatith the Allow user to set capabilities
user right as this will allow the user to change anything eadbmain and its subdomains. TAkow user to view
information can in most cases be left at its default settin@afas this user right is what allows the user to actually
read the information stored by the SysOrb Network Monitpi8ystem.

3.2.1. Adding users

Sy Orb - Sy Orb Dem
File Edit View Go Bookmarks Tools Help
@~ 0@ @[ htplabatrossintern.aysorb.comksmsofindes egi?path=1.2 3.1& server=alba /]
™ B
SYSORB D)
NETWORK MONITORING SYSTEM gy * |
B Eonfosin Soct el g
1 configure In domain Root domain
Hlviows Login name
1 Logeut Fieal name:
Fassward.
Fassword agein
Capabilities
Ao User to st capabilities r
Allow user 10 edit and delete himselT; 1=
Al user to acknowledge alerts r
Al user to execute Agentéctions: r
Ao User to create, edit and delste other users: r
Allgw user 10 create, edit and delete domains I
Al user to create, ecit and delete nodes: r
Al user to create, ecit and delete checks r
Ao User to create, edit and delste groups: r
Ao user 10 create, ecit, delete and generate reports; [ B
Al user to view information =
(Ot Gansy /

To add a new user to the SysOrb system, do the following:

« SelectConfigure from the navigation buttons at the left.
+ Go to the domain in which you wish to create a new user.
« Press thédd User button.

- Specify aUsername, Real Name, Password andPassword again for the user.
+ Assign user rights, see description above.

- Press théK button to add the new user or t@&ncel button to cancel.
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3.2.2. Editing users

To edit a user, do the following:

+ SelectConfigure from the navigation buttons at the left.

« Select the domain where the user you wish to edit is located
- Select theedit option for the user.

- Select eitheBSecurity or Preferences.

« Perform the needed changes.

« Press th€®©K button to accept the changes or tancel button to discard the changes.

3.2.3. Deleting users

To delete a user, do the following:

SelectConfigure from the navigation buttons at the left.

Select the domain where the user you wish to delete is located

Click on theDelete link places to the right of the user you wish to delete.

You will be asked to confirm the deletion of the user. PresDiblete button to delete the user a@hncel to
keep the user.

3.3. Preferences

Sys0ch - "Sys Orb Demo" - Wizl Firebird

Eile Edit View Go Bookmarks Tools Help

(CRECREY] & | http#abatross.intern.sysarb comiksmsofindex cgi?path= 1.2.3.2.3&domain=C_/|

™ &
SYSORB D)
NETWORK MONITORING SYSTEM -

[l Oveniewsd
i Gontigure: .. o Patis
\-‘ %41 S sec“mli) ek
llogaut PR | e

/]

Each user has the option to set a few preferences with regdai the Web Interface works in the preferences:

« Use java for tool selection: Enabling this option will add dools column on the overview page. In this column,
a Java-applet will appear, allowing you to select an exteéawhto use on the corresponding host. &¥apter 8
for more information.

Default value Off

- Disable navigation links at top of page: Enabling this option will result in the removal of the "bdeaumbs"-
links at the top of the page. This can be useful when using tble Mterface on small screens.

Default value:Off
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3.4. Paths

16

Paths are used by the SysOrb Network Monitoring System tb @ders of problems with the nodes being moni-

tored. In order for SysOrb to send an alert to a specific usatuser must have at least dPeth configured.

A path has the following properties:

- Alert method: specifies how the user should be alerted: by e-mail, with\M§ Shessage or through a numerical

pager.

- Send to: a string holding the destination of the alert. The intetaien depends on the alert method. For the

'HTML e-mail’, 'SMS via. e-mail gateway’ and 'Plaintext e-ail’ methods this field should contain the e-malil
addresses to send to. For 'Num. Pager’ and 'Direct SMS’ iughoontain the number of the pager/phone to
send to. For 'Custom’ method the content of this field is madslable to the script through an environment
variable.

+ Suspend interval: defines the minimum time in second, that must pass betwealests to this path regarding

the same node/check. You should choose a minimum interaalvtiil avoid spamming of e-mail accounts,
cellular phones and pagers.

« Suspend: The possible values are 'Per Node’ or 'Per Check'. If youad® 'Per Node’, then the suspend

interval must pass between any two alerts concerning the safe, even though they concern different checks
on that node. If you choose 'Per Check’, then the suspendvadteill only have effect on alerts about the exact
same check.

- Initial delay: When this value is set to anything other than zero, SysOrbdelhy alerts and warnings using

this path. Only when the check has been in warning or ale &6a more than the specified period, will the first
alert or warning be sent out.

- Initial delay for ? notification: When this value is set to anything other than zero, SysOillwefidy notifications

about checks for which no result is available using this p@tily when the check result has been unknown for
more than the specified period will the first notification betse

- Repeat every: If a check stays in the same (warning or alert) state forpghisod with no improvement, SysOrb

will repeat the alert notification. If you choose 'No repietit the SysOrb will only send alert notifications when
a check changes state (for better or worse.)

- Use this path for alerts: When this is selected this path can be used to notify an adtratdr about red alerts,

you almost always want to enable this setting.

+ Use this path for warnings: When this is selected this path can be used to notify an adtratdr about yellow

warnings, you may want to disable this setting for e.g. yoMiSSpath, in order to have only the most severe
events reported that way.

« Use this path for ? notification: When this is selected this path can be used to notify an adtrator about

checks in an unknown state.

- Use this path for ok notification: When this is selected this path can be used to notify an adtrator about

checks returning to the green OK state.

« Use this path for forecasts: When this is selected this path can be used to send notifisati@sed on statistical
calculation, indications that something may go wrong inrtear future.

If Alert method is Html e-mail Plaintext e-mailor SMSthe Destination field must be the e-mail address of a
mailbox or a SMS gateway. Klert method is Direct-SMS the Destination is the cellphone number to receive

the SMS-message. Mlert method is Numerical pagethe field not only contains the number of the pager but also

information on how long the delay is from a connection is madhe SysOrb can begin sending numbers to the
pager. ConsulBection 3.4.%elow for further information on how to accurately speclig Destination field.

Please note: In order to use Numerical pager a modem must be attached to the SysOrb Server, and the server
must be configured to use it. In order to use Direct-SMS a GSM-modem must be attached to the server.
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3.4.1. Adding paths to a user

e
Flle Edit View Go Bookmarks Iools

[0rb - “Sys Orb Dema” - Wbzila Firebir
Help

@~ D@ & [ htpfabatross.intern sysorb comiksmsofindex.cgizpath= 1.2.3.2.1.1&domain= /]
NETWORK MONITORING SYSTEM N
(Ul Overvewd
Bl configue

lviews
lLonouted

To add a path to a user, do the following:

- SelectConfigure from the navigation buttons at the left.

« Go to the domain where the user you wish to edit paths for istéut
« Select theedit option for the user.

« Press thédd Path button just below the list of paths.

+ Select the desiredlert method.

- Specify theDestination of alerts sent to this path.

- Define theMin. delay. The default value 0f.800should be appropriate in most situations and means that a
specific check can only send alert messages every 1800 seX rf#ndites). This is to prevent the user from
being flooded with alert messages.

» Choose which types of alerts the path can be used to send.

+ Press th@©K button to accept the new path or tBancel button to cancel.

3.4.2. Testing paths

To test that alerts can be sent to a specified path, do thevialip

+ SelectConfigure from the navigation buttons at the left.

- Go to the domain where the user you wish to test paths for atdakc
- Select theedit option for the user.

- Select theTest option for the path to be tested.

A test message will now have been sent to the path and youdshenidy that it is received at the desired destination.

Please note: The time before the message arrives varies a lot. Especially with SMS-messages via. email-
relays, the delivery time depends on your cellular network operator.

3.4.3. Editing paths

To edit a path, do the following:

- SelectConfigure from the navigation buttons at the left.
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« Go to the domain where the user you wish to edit paths for istéut
« Select theedit option for the user.

- Select theedit option for the path to be changed.

« Make the needed changes.

+ Press th@®©K button to accept the changes or thancel button to cancel.

3.4.4. Deleting paths

To delete a path, do the following:

« SelectConfigure from the navigation buttons at the left.

- Go to the domain where the user you wish to delete paths focatéd.
« Select theedit option for the user.

« Select theDelete option for the path you wish to delete.

« You will be asked to confirm the deletion of the path. PresdXbkete button to delete the path ai@hncel to
keep the path.

3.4.5. Using Numerical Pagers

When configuring a path to notify a numerical pager, the sgimgred in thé®estination field will be sent directly
to a modem connected to the SysOrb Server. This means thatayouse modem commands to bypass outgoing
switchboards, wait if a message is being played by the madmswering the call and the like.

Some of the most common commands to use are:

- w: tells the modem to wait for a dial tone before proceedindpie rest of the string. This is useful if you need
to press a specific series of numbers to get an outside line.

+ , (comma): tells the modem to wait for two seconds before dicey with the rest of the string. This is useful if
the machine relaying the message to the numerical pages alagice message, eg. "Please dial your telephone
number followed by a # sign after the beep”. Several commasrow will create a longer delay, two seconds
per comma.

If, for example, you want the SysOrb to send the mesgagt® a numerical pager with the telephone number
12345678 and know that you have to wait approximately 7 seconds bgfouecan send the actual message you
would use the destination (assuming you terminate the rgessih a# sign):

12345678,,,42#

Note: When using a numerical pager as a path you should first check how to dial the pager's number and
the length of any needed pause between dialing the number and being allowed to leave a message. Also, you
should check how the receiving machine expects the message to be ended.
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SysOrb organizes Paths into groups to ease setting up whék should receive alerts concerning which nodes or
checks. Each Path can be member of multiple Groups, but estghand check can be assigned only one group to

which alerts should be sent.

Each group contains the following information:

- Group name: the name of the group

- List of paths: a list of where messages should be sent when alerts ard.raise

3.5.1. Adding groups

v Gy0m- Sys Do Mo i
File Edit View Go Bookmarks Tools Help

@~ o - @ . © [ hupdlabarossntem sysomb comksmsolndex cgitpati=1.24, lidomain=0.1_7]

™ B
SYSORB 20
NETWORK MONITORING SYSTEM -

[l Oveniew

Blconfiqure....f
lviews.
(lkogout

Paths for user "adwin”
SMS - 70202742@sms tdm.ck: r
Direst M5 -» +45 70 20 27 42 r
-
=

To add a new group to a domain, do the following:

+ SelectConfigure from the navigation buttons at the left.
« Click your way to the domain in which you wish to create a neaugr
« Press thédd Group button.

-+ Specify aGroup name and select the paths that should be a part of this group.

« Press th€®©K button to accept the new group or tBancel button to cancel.

3.5.2. Editing groups

To edit a group, do the following:

« SelectConfigure from the navigation buttons at the left.
« Click your way to the domain in which you wish to edit a group
- Select theedit option for the group you wish to edit.

- Change the groups name, and add or remove paths as needed.

- Press thé®K button to accept the changes or tbancel button to disregard the changes.

3.5.3. Deleting groups

To delete a group, do the following:

- SelectConfigure from the navigation buttons at the left.
+ Click your way to the domain in which you wish to edit a group

« Select theDelete option for the group you wish to delete.
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« You will be asked to confirm the deletion of the group. Presedtblete button to delete the group ai@hncel
to keep the group.
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Being able to configure what checks to run on which nodes iobttee key features in the SysOrb Web Interface.
Basically there are three different kinds of checks you aarfigure:

+ NetChecksare checks that the SysOrb Server itself can perform to ctiecgerformance of a given service on
a node. This means that the node being checked does not aglgasave the SysOrb Agent installed.

NetChecks range from simple ICMP ("ping") checks to maivsechecks. It is not necessary for a node to be a
SysOrb Agent in order for a NetCheck to work from the SysOntv&e

« AgentChecksare performed by the SysOrb Agent which reports the restitteegqperformed checks on the host
to the SysOrb Server.

These checks are performed by the SysOrb Agent and incluslekslon CPU load, free disk space, memory
consumption and similar information.

« snmpChecksare also checks performed by the SysOrb Server. This typleemkecan test gauges, counters and
enumerations on SNMP capable devices, for example networteps, routers and intelligent switches.

Before you can configure the SysOrb Server to start mongaiSysOrb Agent there are a few things you need to
set up on the Agent. Please refer to Administrator’'s Guide to the SysOrb Network Monitoringt8gsfor more
information on how to configure a SysOrb Agent to check in tpectic SysOrb Server.

When adding or modifying node information the following ased to specify how the node will behave and when
it will check in:

- Node label: A name that you would like to see, on the various listingsfi8ysOrb. SysOrb does not try to
interpret this name in any way, it does not have to correporide DNS name or WINS name of the node.

- Node dns-name/ip-address: The name by which the node will be recognized by the SysOre®e

Note: If you are preparing the SysOrb Server for a SysOrb Agent it is important that this name is exactly the
same as the name specified in the configuration of the SysOrb Agent. If the two hostnames differ the SysOrb
Server will reject the SysOrb Agent. See the Administrator's Guide for more information on how to configure
the SysOrb Agent.

- Information URL.: If you have additional documentation regarding this namtettie operators, you can supply
an URL here, and SysOrb will show a link to the documentatiothe various listings where this node appears.

« Check in every: This is only used for SysOrb Agents. It tells the SysOrb Adew often it should checkin. If
you are configuring a node without the SysOrb Agent instajfed should set this value @isabled

« Alert group: The group to notify in case of warnings or alerts. When comiiguchecks, their defaullert
group will be the same as this.

Possible valuefNlone, As domain, AlertGroupX, AlertGroup,...
Default value:None

- Checkin alert Strategy: This allows you to select the method for determining whea@ministrator should be
alerted about the Agent not checking in. The two possibleesbhrdmmediateand ScoreKeeperPlease refer
to Section 1.For more information about how this works.

« Scheduled downtime: Some nodes are only used in certain periods, for instangegiworking hours. SysOrb
can be instructed only to send warnings and alerts duringetperiods. It will still perform the checks around
the clock for statistical purposes, just not send warningderts outside working hours.
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You configure this by specifying all the time intervals of theek, for which SysOrb shoultbt send warnings
or alerts. For instance if you want SysOrb to monitor a sefreen 8 am to 4 pm every workday, you would add
downtime intervals from 0:00:00 to 8:00:00 and from 16:@0t0 23:59:60 on each of Monday to Friday, and
one interval from 0:00:00 to 23:59:60 on Saturday and Sunday

Note: If you have many nodes which should be monitored during the same set of intervals, you may consider
putting those into a domain, and configuring scheduled downtime for the entire domain.

« Unexpected downtime: When SysOrb detects a problem on a node, you sometimes kradwdmeone will
deal with it at some specific later time. You do not want to bedkxd with SysOrb messages until then. In that
case you can use these fields to instruct SysOrb not to senglaanings or alerts regarding this node until some
later point in time.

Using the drop-down box labelédode down you can select that the node will be down for 1, 3, 6 or 24 hours.
You can also select the option named "Until", and enter a a@aditime in the text field to the right.

When enabling unexpected downtime you can choose to let 8ys€rd a notification to anyone ordinarily
receiving warnings or alerts regarding this node. This awlished using thBlotify group drop-down box.

« Community: This value specifies which SNMP community SysOrb shouldwisen checking this node using
SNMP.

« Protocol version: SysOrb supports both SNMP version 1 and version 2. If yowmkwhich one your network
equipment uses, you can specify it here before scanningatthe. iOtherwise SysOrb will first try version 2, and
if the node does not reply to that, then version 1.

- Port: If your SNMP equipment uses a port other than the standatdthén you should enter it here, to make
SysOrb issue its SNMP requests to that port for this Node.

+ Scan: When you click this button, SysOrb will perform an SNMP waifktloe node, thus making snmpChecks
available on this node.

After the scan, if you think that SysOrb did not find all the gibte checks that you think the network equipment
supports, you may want to inspect the incident log of the nttdeill show if SysOrb skipped something,
because it does not have the required MIB’s, if that is the gasi can consult the Administrators Guide for an
explanation on how to import MIB-files into SysOrb. You fingtimcident log by clickingdverview on the left
navigation bar and hitting the button labeledident log.

Apart from these options it is also possible to define how tmeesof a node should be modified by how different
checks turn out. This is done through theore systeras described iSection 1.3Thesignedvalues defined in the
options below are added to the score of the host/node wheack shicceeds or fails.

- Checkin score: This is added every five seconds whenever the last checldromwéime. (must be negative)

- Missed checkin score: This is added every five seconds whenever the Agent has dedés timeframe for
checking in. (must be positive)

- Warn at: When the node’s score or the score of one of its checks, isedhivlevel a warning message will be
sent to the appropriate paths.

- Warn ceiling: Checks resulting in warnings can never result in a scoreezkag this limit.

- Alert at: When the node’s score or the score of one of its checks is aha/kevel an alert message will be sent
to the appropriate paths.

« Alert ceiling: Checks resulting in alerts can never result in a score elkegéehis limit.

Note: The above values for the node warning and alert levels are aligned with how the checks modify the
node’s score and their default values are reasonable. If you decide to change these values make sure you
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consider the new values carefully since incorrect values may result in too many or too few warnings and alerts.
See Section 1.3 for more information on how scores work.

The page can also contain a button to release the key, thaetiver holds for the SysOrb Agent. This key is
negotiated when the SysOrb Agent contacts the SysOrb Servitre first time, so it can be used to authorize the
agent the next time it checks in. If the agent is reinstalledl laas lost its key it is necessary to release the key, in
order for the SysOrb Server to allow the Agent without provida key. It it also necessary to release the key, if
you have deinstalled the SysOrb Agent from a host, and yoh teisnove the SysOrb Agent license to another
host.

4.1. Monitoring a New Node
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Before you can begin monitoring using either AgentCheck(ddecks or snmpChecks, you create a node in SysOrb
by following these steps:

« Select theConfigure button from the navigation buttons at the left.
« Select the domain in which you wish to create a new node.

- Select theAdd Node button.

« Specify theNode dns-name/ip-address

- If you are not going to install a SysOrb agent on the host,cs@&esabled in the Checkin frequency field.
Otherwise select a frequency at which it should check in¢écstrver.

- Modify other parameters, if you want. The defaults shoulficeifor most users though.

« Press th@®K button to accept the new node or tBancel button to discard it.

4.2. Reconfiguring a Node

To reconfigure the settings of a node, do the following:
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« Select theConfigure button from the navigation buttons at the left.

« Select theEdit option for the node you wish to reconfigure.

« Change the node parameters.

- Press th@®K button to accept the changes or ancel button to discard the changes.

Again, remember to be careful when changing the optionsiealify the node’s scores.

4.3. Deleting a Node

In order to delete a node, do the following:

« Select theConfigure button from the navigation buttons at the left.
+ Navigate to the domain in which the node you wish to deletdsisqul.
« Click theDelete link, placed to the right of the node.

+ You will then be asked to confirm your action. Cho@sdete in order to proceed with the deletion, aGdncel
to abort the deletion.

Once the node is deleted, all the licenses used by the nobalsdlbe released, and can be used for another node.

4.4. Setting Up Checks

24

Before the SysOrb Server can tell you what problems, if dx@ret are on your network, you need to tell the SysOrb
Server what to monitor. The results of all types of checksstoeed by the SysOrb Server and are checked to see if
the host in question is behaving as expected. If abnorma\behis detected a warning or alert will be raised.

4.4.1. NetChecks
These checks can be performed without a SysOrb Agent bestajled.

NetChecks on services are performed by using one of theset@cpis:

- DNS: Asks a DNS-server to translate a hostname to an |IP-addmedsnatches the returned IP-address with a
user specified list of valid IP’s.

- FTP: Tries to log on the node’s FTP-server with a specified useenand password. If no username is specified,
it is only checked that the FTP-banner is returned.

- HTTP: Connects to an HTTP server on the node and tries to retriel#Rd. defined as part of the check.

+ ICMP: Sends an ICMP PING to the node and listens for a reply. THiagicly the same as thpng-program
does.

« IMAP: Connect to the node and examines whether the IMAP serveanigmg or not. This is done by logging
in and logging out again.

- POP3: Connect to the node and examines whether the POP3 seruamnisig or not. This is done by logging in
and logging out again.

« SMTP: Connects to the node and examines whether there is an SMét senning there or not.

« Generic TCP: This simply tries to make a TCP connection to the specifietigoothe node. If a connection can
be opened this check is considered successful.
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When setting up a NetCheck you can set the following options:

« Port no.: The port the SysOrb Server should perform the check on.@&dH checks this option does not exists.
Default value(Depending on type of check)

« Check name: A name by which you will recognize the check.
Default value(empty)

« Information URL: If you have additional documentation regarding this chiackhe operators, you can supply
an URL here, and SysOrb will show a link to the documentatiothe various listings where this check appears.

« Check every: Number of seconds between each time this check should bemed.
Default value(Depending on type of check)

+ Alert group: When a warning or alert is raised this group will be notified.
Possible valuestone, As node, As domain, AlertGroupX, AlertGroup,...
Default value:As node

+ Alert Strategy: This allows you to select the method for determining whem@ministrator should be alerted
about this check. The two possible values bBinenediateand ScoreKeeperPlease refeBection 1.3for more
information about how this works.
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Acknowledge alerts: When this option is checked, the check will never return eoghod state automatically.
This is instead done manually by an administrator. This jieeislly usefull for LogChecks. For more informa-
tion please refer t&ection 1.3

Enable forecasting: When this box is checked, SysOrb will try to generate forecalbout how this check will
behave in the future. These forecast will be visible whenving a graph of the check, by scrolling into the
future. Please refer t8hapter Yor a full description on setting up forecasting.

Warn on forecasts: Enabling this option, will allow the forecaster to send watrnings concerning this check,
if the forecast shows that the check will fail in the futuréneTwarning is sent out whenever the forecaster
completes a forecast. This happens once every half hour.

Warn for how long in the future: This function tells the forecaster, for how long in the fitit should check that
the forecast is within the bounds specified for the checky@ré time-interval specified here will be checked.

Warn only when estimated error is below: This option allows you to finetune how certain the forecaste
should be, before the alerts are sent out.

Alert when above: If the response time of the check is longer than this valueavesider this check seriously
unsuccessful and raise an alert.

Default value(Depending on type of check)

Warn when above: If the response time is below this value we accept the chedueacessful. If the response
time is above this value we raise at least a warning if not art,as above.

Default value(Depending on type of check)

Min value: When this value is set, the lowest displayed value whenegeazh for this check is being drawn, is
fixed at this value.

Max value: When this value is set, the greatest displayed value wheaeyeph for this check is being drawn,
is fixed at this value.

Scheduled downtime: Some checks are only relevant in certain periods, for imtstaduring working hours.
SysOrb can be instructed only to send warnings and alerisgltivese periods. It will still perform the checks
around the clock for statistical purposes, just not sendhings or alerts outside working hours.

You configure this by specifying all the time intervals of theek, for which SysOrb shoulabt send warnings
or alerts. For instance if you want SysOrb to monitor a sefireen 8 am to 4 pm every workday, you would add
downtime intervals from 0:00:00 to 8:00:00 and from 16:@0t0 23:59:60 on each of Monday to Friday, and
one interval from 0:00:00 to 23:59:60 on Saturday and Sunday

Note: If all checks on a node should be monitored during the same set of intervals, you can set up the
downtime intervals for the node, instead of for each check.

Unexpected downtime: When SysOrb detects a problem on a check, you sometimes kradwdmeone will
deal with it at some specific later time. You do not want to bedkxd with SysOrb messages until then. In that
case you can use these fields to instruct SysOrb not to sendramyngs or alerts regarding this check until
some later point in time.

Using the drop-down box labelédbde down you can select that the check will be down for 1, 3, 6 or 24 hours
You can also select the option named "Until", and enter a @adktime in the text field to the right.

Good score: This value is added to the check’s score every five secohtti® last check was successful, i.e. if
the response time was belddarn when above

Default value:-5

Warning score: This value is added to the check’s score every five secohdse ilast check resulted in a
warning, i.e. if the response time is betwé&mrn when abovandAlert when above
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Default values

- Alert score: This value is added to the check’s score every five secohith® fast check resulted in an alert, i.e.
if the response time is higher tha&ert when above

Default value20

In addition to these, some of the NetCheck types requiragdrameters.

« ICMP, SMTP: No extra parameters.
« HTTP: For the HTTP check you can specify which URL it should check.

Depending on how the node is configured, this can be done aralevays. There is only one domain hosted on
the server, you can type the path to the page that SysOrbdsheitieve, e.glsecret/web-db-test.php

If the node is configured to host several web-sites, you caecisp the entire URL, e.g.
http://www.mydomain.com/secret/web-db-test.php

Note: The return code for the page that SysOrb checks, must be one of the 200-codes. E.g. an URL that
redirects the browser to another page, will result in failure of the check, as will a page that does not exist.

« IMAP, POP3, FTP: You may optionally specify the login and password of an act@n the monitored server.
If one is given SysOrb will try to log in and perform some basperation (like listing the mails/files). If not
SysOrb will just connect to the server, and wait for the lggiompt.

- DNS: You must supply a dns-name to be resolved, and a comma $eghdist of numerical IP addresses. The
check is considered successfull if the monitored serveives the dns-name to one of the given IP addresses.

Note: The default values of dnstest.sysorb.com and 10.0.0.42 is a service, which allows you to check
the external DNS resolution works as it should. These values are guaranteed not to change.

« Generic TCP: You must specify if SysOrb should also wait for the conn@tto close, after it has been opened.
Most server applications detects immediate hang-up frachient, and closes willingly. But some do not, and
the check fails if you do not specify that SysOrb should nat feet the connection to close.

To enable a NetCheck on a node, do the following:

- Select theConfigure button from the navigation buttons at the left.

- Navigate through the domain tree until you reach the dom&iererithe node is located

+ Select theedit option for the node you wish to configure a new NetCheck on.

+ Press thé\etCheck button on the left.

- Select the type of check that you wish to add, by pressingppeopriate button.

- Specify the check parameters for the NetCheck.

+ Press th@©K button to add the NetCheck to the chosen node oCéduacel to discard the check.
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4.4.2. AgentChecks

In SysOrb the termgentCheclcovers a number of things on a host machine that can only hketidoy the host
itself by running the SysOrb Agent on it. Some of the checks g able to monitor on hosts running SysOrb
Agents are:

+ Free space: Monitors the amount of free space on hard drives and theolikiéhe host.

- Freememory: Monitors the amount of free virtual and physical memory &# as available swap space.
- System Load Average: The average system load (Unix).

« Process presence: Check whether a named process is running on the host.

« System Uptime: The time that has passed since the system was last booted.

- Logs: The SysOrb Agent can scan log files, and report wheneveeangiches given patterns.

Depending on the operating system of the host running th©®yégent, it may support many other types of
AgentChecks. Please consult the SysOrb brochure for thistul

Any AgentCheck belongs to one of three groups. One grougtsdsua numerical value, such as free space, load,
temperature etc., we call these checkstinuous The other group results in one of a number of cases, such as
processes (present, absent), RAID (OK, degraded, faited)wee call these checlenumerationsThe last group

is the LogChecks, which return a line.

All AgentChecks share the common configuration optionsdigtelow.
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- Information URL: If you have additional documentation regarding this chieckhe operators, you can supply
an URL here, and SysOrb will show a link to the documentatiothe various listings where this check appears.

« Check every: Number of seconds between this check should be performed.
Default value:30

- Alert group: If this check results in a warning or an alert being raises ginoup will be notified.
Possible value\one, As node, As domain, AlertGroupX, AlertGroup,...
Default value:As node

- Alert Strategy: This allows you to select the method for determining whemadministrator should be alerted
about this check. The two possible values Bnenediateand ScoreKeeperPlease refeSection 1.3for more
information about how this works.

- Acknowledge alerts: When this option is checked, the check will never return toghod state automatically.
This is instead done manually by an administrator. This eeislly usefull for LogChecks. For more informa-
tion please refer t&ection 1.3

- Enable forecasting: When this box is checked, SysOrb will try to generate forecalout how this check will
behave in the future. These forecast will be visible whenvirig a graph of the check, by scrolling into the
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future. Please refer t6hapter Jor a full description on setting up forecasting.

- Warn on forecasts: Enabling this option, will allow the forecaster to send watrnings concerning this check,
if the forecast shows that the check will fail in the futuréneTwarning is sent out whenever the forecaster
completes a forecast. This happens once every half hour.

« Warn for how long in the future: This function tells the forecaster, for how long in the figtit should check that
the forecast is within the bounds specified for the checky@ré time-interval specified here will be checked.

- Warn only when estimated error is below: This option allows you to finetune how certain the forecaste
should be, before the alerts are sent out.

« Min value: When this value is set, the lowest displayed value whenegeazh for this check is being drawn, is
fixed at this value.

« Max value: When this value is set, the greatest displayed value wheagyeph for this check is being drawn,
is fixed at this value.

« Scheduled downtime: Some checks are only relevant in certain periods, for imtgtaluring working hours.
SysOrb can be instructed only to send warnings and alerisgltivese periods. It will still perform the checks
around the clock for statistical purposes, just not sendhings or alerts outside working hours.

You configure this by specifying all the time intervals of theek, for which SysOrb shoulabt send warnings
or alerts. For instance if you want SysOrb to monitor a sefinggn 8 am to 4 pm every workday, you would add
downtime intervals from 0:00:00 to 8:00:00 and from 16:@0t0 23:59:60 on each of Monday to Friday, and
one interval from 0:00:00 to 23:59:60 on Saturday and Sunday

Note: If all checks on a node should be monitored during the same set of intervals, you can set up the
downtime intervals for the node, instead of for each check.

« Unexpected downtime: When SysOrb detects a problem on a check, you sometimes kratvwwameone will
deal with it at some specific later time. You do not want to bedkxd with SysOrb messages until then. In that
case you can use these fields to instruct SysOrb not to sendrammyngs or alerts regarding this check until
some later point in time.

Using the drop-down box labelédbde down you can select that the check will be down for 1, 3, 6 or 24 hours
You can also select the option named "Until", and enter a a@adktime in the text field to the right.

- Good score: If the check is successful this value is added to the chestdse.
Default value=-5

- Warning score: If the check exceeds the warning tresholds, as specifieceabius score is added to the check’s
score.

Default value®
« Alert score: If the check exceeds the alert tresholds, as specified atiogescore is added to the check’s score.
Default value:15

In addition to these settings continuous AgentChecks Hawéallowing options. The appropriate units depending
on the actual check, e.iIB for free disk space, are listed to the right of these fields.

« Alert when above: If the monitored value climbs above this threshold an aidlitbe raised.
Default value Disabled

- Warn when above: If the monitored value climbs above this threshold a wagmiiill be raised.
Default value Disabled

- Warn when below: If the monitored value drops below this threshold a warniilgbe raised.
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Default value:Disabled
« Alert when below: If the monitored value drops below this threshold an alelitive raised.

Default valueDisabled

Note: When the value crosses any of these boundaries, a warning or alert may not be sent immediately. This
depends on the Alert Strategy setting, and the score settings if the ScoreKeeper strategy is selected. Please
refer to Section 1.3 for an explanation.

Enumeration AgentChecks have one option for each statehtbhekamay result in. That option determines if a
warning or alert is to be be raise, should the check resultérgiven state. The possible settings for each state are
Good Warnor Alert.

When deciding on warning and alert tresholds be sure to choes@ingful values. For example, if you monitor a
database server with approximately 10GB data on a 15GB el@eould not make sense to raise an alert when
there is less than 1GB free space. The other way around itdwoake sense to raise a warning, or possibly an
alert, if there is more than 10GB free space as this might beathby unexpected loss of data in the database.

As noted above all thresholds are disabled by default whiehma that when enabling a AgentCheck you need to
consider not only what to monitor but alsowyou monitor it. Even if you create a check, with all the thrasls
disabled, you will still be able to view the graphs for the idey so this is a good way to document how much a
machine is stressed.

To enable an AgentCheck on a host, do the following:

- Select theConfigure button from the navigation buttons at the top.

- Browse into the domain containing the host in question.

+ Select theedit option for the host you wish to configure a new AgentCheck on.

« Press thédgentCheck button on the left.

- Press th&how all button to get a tree of all AgentChecks found by the Agent.

+ Press thé\dd button to configure an AgentCheck.

+ Specify the check parameters for the AgentCheck.

+ Press thé®©K button to add the AgentCheck to the chosen host oCiuecel to cancel.

4.4.2.1. LogChecks

The SysOrb Agent can scan log files for error messages, orrfexpected messages. Before you are able to
configure any LogChecks, you will need to tell the Agent wHitds may be monitored. This is a safety measure,
guarding agaist a compromised SysOrb Server being ablértemea copy of any file on the hosts running SysOrb
Agents. (See thédministrator’'s Guidefor more information on how to configure the SysOrb Agent toval
LogCheck).

If you see a group called LogChecks beneath AgentChecks, tbe are ready to go on. Browse through the
directories below the LogChecks group to find the file you viamhonitor.

When scanning a log file, the Agent will start from the positwamere it stopped the last time. (End of file at that
time.) That means that scanning the log file frequently @vgry 30 seconds) does not mean, that the entire file is
read through twice every minute.

The Agent must know how to separate the entries of the log filegy log files contain one entry per line, other
separate the entries by a line with only dashes, or by an elimgtyThis can be configured for each log file in the
web interface.
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After splitting the log file into entries, the Agent will lookt one entry at a time, and based on a set of rules
determine whether that particular entry should be repdddte SysOrb Server, and if it is a warning or alert, or
just an informational message.

How to split the entries, and the rules to apply to each of tladtarwards is specified through the following
configuration options specific for LogChecks:

- Separator: A POSIX regular expression that describes the separatbbétween two adjacent log entries. The
default '\r?\n’ is to use each new line as a log entry.

Please Note: Certain characters must be prepended with a backslash (i.e. \), if they are to be used to specify
a separator. Theseare:. [\ ] () * NS+ 2 {}|

For more information about regular expressions, please see http://www.regular-expressions.info/tutorial.html

Default valueir?\n

- Separator inclusion: This field can take one of three values, that determines wehdb with the log entry
separator. It is only useful if your separator pattern maycmaomething non-trivial, that you want to include
with the log entry. "Append to previous entry" will appenc: theparator to the entry just before the separator.
"Prepend to next entry" will prepend the separator to thé eetty found. "Discard the separator” will just throw
away the separator and only consider the text between depaes entries.

Default value Discard the separator

- Rules: This text box is used to enter rules. The rules specifiesiwlbig entries that should be handled, and what
to do with them. Each rule is terminated by a semicolon andistsof two parts separated by a colon.

An example of a rule could b&rror’: alert log;. This rule will make sure that all lines containing the girin
Error (case sensitive) will result in an alert, and be logged indéabase.

The left part of the rule specifies which log entries shouldaméghis rule. The syntax is that of a POSIX regular
expression enclosed in single quotes. It is also possibiave a number of regular expressions separated by
and, or. Any regular expression can optionally be preceededdiyExample’Error on’ and 'Drive’ and not
"empty’, will match entries containing bothrror on  andDrive in no particular order, but not containing the
the stringempty anywhere.

The right part of the rule specifies what to do with an entryahiaig the rule. It can be one of the states: ok,
warm, or alert, followed by one of the actions: log or quiehjeh tells whether the entry should be logged on
the SysOrb Server in order for you to view later.

Another example of a rule could BgE€]rror’: alert log;. This rule will make sure that all lines containing
either the stringerror  orerror , will result in an alert, and be logged in the database.

If multiple applications write into the same log (e.g. thendbws Event Log) you may want to split that log into
multiple LogChecks, which will show warning and errors widually on overview pages and mail notifications.
This can be achived with the LogCheck forwarding featureysdCab.

Example of forwarding~[":]*:Browser:’: moveto 'Browser’; this will cause all entries havinBrowser
between the first and second colon on the line to be moved ihtog&heck called Browser (which will be
created if it does not exists). The moved entries will be pssed through all of the rules of the LogCheck called
Browser, and be logged over there if the rules says so. Th@sentill not be processed through the remaing
rules of the originating LogCheck, in order for this to happsecopyto instead ofmoveto.

You can insert comments in the list of rules by starting a livith '#'. SysOrb will ignore these lines when
processing the log.

Default value Empty

When configuring a new LogCheck you can start by putting theheall rule’.*’; ok log; as the very last (or maybe
only) one. That will log everything to the SysOrb server. Yuall probably quickly find out a number of messages,
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that you do not want to see in the web interface. You shouldhmitules for those above the catch-all rule, that
way any unexpected message will still turn up in the web fater, for you to decide if it should be ignored or not.
After a while you could even modify the catch-all rule to riesuwarnings if any unexpected messages turn up.

4.4.2.1.1. Event Log checks

A SysOrb agent running on Windows is able to check the Evegslio addition to text log files. Event Logs are
handled slightly different than ordinary log files

Checking of any Event Log is enabled per default on the Sys@dmt. If you consider it a security problem that
SysOrb users will be able to configure a check on for instalnees¢curity Event Log on all your machines, then
you should disable this feature on the Agent, before stitirsee theAdministrator’s Guidgor more information
on how to configure the SysOrb Agent with respect to which fildlsbe permitted for LogChecks.

First off, the Event Log is already divided into separateaiesf and thus SysOrb does not need a separator pattern
to find out when one entry ends and the next begins.

The other difference is that an Event Log entry has more kait a simple string of text, but the regular expressions
in the rules are only able to handle strings. Therefore tle8y agent converts every Event Log entry into a string
in the following way.

The Agent composes a colon-separated string of the follpwin form:
type:source:category:event_id:user.computer:desmnip for instance: Informa-
tion:SNMP:0:1001:N/A:MyComputer:The SNMP Service haststd successfully.

This string is then tested against the patterns in the rate$sent to the server if it matches.

A very simple rule could look like this:

'SNMP’: warn log;

The pattern matches every string containgigMP And causes it to be logged with a yellow warning icon. The
above example string contaissiMA(twice), so that would be logged.

This rule is a bit too simple, as it would also match unreld&gdnt Log entries, which happen to contain the word
SNMPsomewhere in the desription text. (That could just be pa# filename.) We really want the rule to match
only entries, whose source$\MP That can be done, but first we will consider a simpler case.

In this rule
"NInformation’: ok quiet;

the caret causes the pattern to match only when the infnghation ~ appears at the very beginning of the string.
This will match all information type messages, without &atg errors or warnings, which happen to contain the
word Information  in the description text.

We can now proceed with the SNMP example:
'"AError:SNMP:’: alert log;

This pattern will match all strings beginning wikror:SNMP: , i.e. error messages whose source is SNMP. (As
source is the second field in the colon delimited string.)

To catch both errors and warnings related to SNMP one caewrit
"N(Warning|Error):SNMP:’: alert log;

The pipe and parenteses mean that eitki@ming or Error must preceed the first colon in order for this pattern
to match.

If you want to match every record from the SNMP source, rdgasdof the event type, you can use the regular
expressiornft] =, which matches any number of characters as long as ther@a@ans among them. This can
be used in a rule like this:

© Evalesco A/S 33



Chapter 4. Host/Node Management

34

‘AN x:SNMP:: alert log;

The wildcard can be used more than once in a singe rule, ftarios if we want to catch event number 6009 from
the SNMP source. SysOrb places the event number as the faldlin the colon delimited string, so we do not
care about the first and third field, only the secon and foditiis can be achived with the following pattern:

NN x:SNMP:[M]  *:6009:": alert log;

4.4.3. snmpChecks

If a node supports the SNMP protocol it is possible to moritternode using that. SNMP can provide much more
information than NetChecks, but does not require insiahatf extra software like AgentChecks. This is useful for
monitoring SNMP aware printers/switches/routers/firésydlut can also be used to monitor a ordinary computers.
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To enable an snmpCheck on a node, do the following:

« SelectConfigure from the navigation buttons at the left.
+ Select the domain containing the node you wish to enable &fagks on.
+ Select theedit option for the node you wish to edit.

Select thesnmpChecks option.
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- Select theshow All button.

- If you see no checks in the list, you need to scan the SNMP déajehof the node. Click thé&can button at
the bottom of the page to start the scan. The scanning usaiihg a few minutes, watch the Incident log to be
sure. A log messages will be inserted when the scanning stadtwhen it completes.

- Browse the tree to find the item to monitor and selkdd. If there are no checks in the tree, then go back to
the Configure, and selecEdit for the node. In there write the corre€bommunity andPassword and press the
Scan button.

« Configure the check.
« Press th€®©K button to accept the changes or tancel button to discard the changes.

snmpChecks are like AgentChecks grouped into continuodseanmeration. The configuration parameters are
equal to those of the AgentChecks, please ref&ection 4.4.2or a thorough description.

4.4.4. Cumulative checks

Some SysOrb checks measures events per second or bytesqed,sghen what you really want to know is the
total number of events/bytes in one day, week or month. ¢fighthe case, you can use cumulative checks.

If you want to monitor the monthly traffic on a switch or roupert for instance, you should first configure ordinary
checks on ifiInOctets and ifOutOctets on the port in questimu do not have to configure any alert limits on the
check itself.

You should then see an option callggtld acc.] to the right of the newly enabled check. Click that link, ardiy
will be presented with a configuration dialog with optionstite accumulation, that you are about to create.

- Accumulation period: This allows you to selec the period for which to accumuladrom the check. Possible
values are: 1 day, 1 week, 1 month, 3 months, 6 months, 1 year.

Default value:l month

+ Rolling accumulation: SysOrb support two types of accumulations: rolling or nebla. A monthly rolling
accumulation will sum the traffic for the last 30 days, e.gnir3 pm April 15th to 3 pm May 15th. A monthly
calendar accumulation will sum the traffic from the starthe turrent month to now, e.g. from midnight May
1stto 3 pm May 15th.

Default value Disabled(calendar accumulation)

- One shot alert: This field applies only to calendar accumulations. When yawetconfigured upper limits to
the accumulated traffic, and that limit has been reachewhglithrough the accumulation period, then you may
not want to continually receive alerts because of the actation, which cannot possible drop below the limit
before the start of next accumulation period (when the sumsist.)

Note: Emails and SMS’es are inherently unreliable. If you enable one shot alerts, and the email get lost,
you will never receive notifacation about the condition. Alternatively you can refrain from enabling one shot
alerts, and instead make use of unexpected downtime whenever you receive alerts from the accumulation.

Default valueDisabled

The rest of the options works as for ordinary checks. Only Warn when below andAlert when below does
not make sense for calendar accumulations, as they woultyaltsigger when the sum is reset at the beginning of
every month (or whatever period is selected.)
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4.5. Dependencies

© Evalesco A/S

SysOrb can maintain dependencies between checks an/os,niadarder to limit the amount of alerts sent to
administrators when faults occur. For example, when a bawklyouter is down, there is no point in alerting
everyone that ICMP (ping) checks to all nodes behind the th@uok router are failing. Dependencies allow SysOrb
to "filter out" alerts from nodes that are marked as dependingther failing nodes or checks.

4.5.1. Implicit dependencies

There are both implicit and explicit dependencies in thetesys Implicit dependencies are dependencies that
SysOrb knows will invariably exist - they cannot be configlire any way.

The following implicit dependencies exist in the system:

- Exported domains depend on the synchronization statuseketihe master and the importing satellite. No
remote check/node alerts are sent if the domain is not sgncted.

« Agent Checks depend on the Agent Checkin status. No ageck elherts are sent if the agent does not check in.

The picture illustrates an exported domain, with a numbeodies. The domain synchronization has failed (marked

with a red cross in the "checkin" column), and the implicipdedencies in SysOrb now cause all actual checks
performed on nodes in the domain to be marked as "Dependent"”.

[7

v
o
Y

Location Edit View Go Bookmarks Tools Settings Window Help

OO0 uHK ASAal &
SYSORB" ez |

HETWORK MONITORING SYSTEM e

[Hi\

overview Overview for Root domain -> intern

Node/Domain Network Checkin Agent Info
Alert list E5Root domain a e a

=
Configure Sgintem

c
System setup X 2ix43.build sysorb.com =
e (O albatross intern sysorb.com _g
®ubedeca0 build.sysorb.com Ee]
Logout =
8 hpux11.build sysarb .com a
o
Filter 2+ sol80.build.sysorb.com =
~ Q
._ ﬁ . (D sparrow.intern.sysorb.com fo
a [ switchl.intern.sysorb.com 8
Qs i |
8 vinzk huild sycerb-eem
Logged in as

P v o v
: CI00.00.00.01
joe

Quick links

Company Intranet
Operator How-To
Server
Document...

oy

The end result is, that administrators will receive alertgte failing domain sync, but they will not receive alerts
on all nodes and checks inside the domain. This lets the astnsitors focus on the actual problem at hand, rather

than being overwhelmed with alerts from hundreds or thodsarf checks that cannot be performed (because of
the failing sync).

4.5.2. Explicit dependencies

There is no mechanism in SysOrb (yet) to automatically deitex relationships between checks and nodes, across
a large site setup (short of the previously mentioned intaliependencies). It is therefore up to the administrators
to explicitly configure in the system which dependenciesdlexist between nodes and checks.
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Remember, dependencies are a tool to help "filter out" wagiealert messages - SysOrb will function without
the dependencies set up, but once set up they can significanmttove the quality of the alerts from SysOrb by
limiting the number of irrelevant alerts being transmitted

4.5.3. Simple dependency setup

In this example we will configure a dependency between anedfiiewall and the local LAN switch. The SysOrb
Server is located on the LAN, and it follows that SysOrb cdmheck the firewall if the LAN is down.

SysOrb 3.2.0 - Evaleses - Konguarer
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In order to keep this example very simple, we have only condigan ICMP (ping) check on the firewall and one
on the LAN switch. We wish to set up a dependency so that theditédCMP check depends on the LAN switch
ICMP check - so, if the firewall fails we will receive alerts trat, but if the LAN switch fails we will only receive
alerts on the LAN switch failure, not from the firewall ICMPeadk (which will also fail because SysOrb cannot
ping the firewall when the switch is down).

Now, we pres€onfigure, and choose to edit the Firewall node. UntetChecks we click the checkbox next to
the ICMP check, and notice that tBependencies button at the bottom of the screen is activated.
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We click theDependencies button and are now prompted to select which nodes or cheekfirdwall ICMP
check will depend upon. We could select any domain, node ecicn the domain hierarchy - we navigate to the

LAN switch and simple select the LAN switch node.
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That's it! We have now told SysOrb that if the LAN Switch nodsls$ in any way, then we do not want to receive
alerts from the Firewall ICMP check. If, however, the Fird@MP check is failing and the LAN Switch is fine,
then we will receive alerts from the Firewall ICMP check (eswwould expect).

Pulling the plug on the LAN switch will result in both the LANvitch and the Firewall checks failing - but because
of the dependency we defined, only the LAN switch will be mdrks failing. The Firewall will be marked as
"Dependent" - meaning, its status is ignored because itritkpen a check which is currently failing.
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As seen on the screen shot above, when we unplug the LAN swhtehCMP check on that switch fails. And the
ICMP check on the firewall (which is nhow unreachable becahseshtire LAN is down), is also failing. But the
firewall ICMP check is marked with a different icon; a greyad @on with an arrow that tells us this check is
depending on another check. Alerts will thus not be sent fiteerfirewall ICMP check, only from the switch ICMP
check.

4.5.4. NodeClass dependencies

Dependencies can be used in conjunction with NodeClasseslbsfor a thorough description of the NodeClass
concept, please s&ection 4.6

If, for example, we wish to make all ICMP checks depend on tABlIswitch from the previous example, we could
choose to configure the dependency on the ICMP check Nodefiter than on each individual ICMP check. In
order for this dependency to work, the ICMP checks must ofsmbe configured via the NodeClass, rather than
set up independently.
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To configure a dependency on a NodeClass check, locate ti& ahder the relevant NodeClass. Now, one can
again select the check by marking the check-box, and cleb#pendencies button at the bottom of the screen.
From there on, the dependency configuration is identicdlegtevious example.

4.6. NodeClasses

SysOrb allows you to group nodes across domains. The graepsalled NodeClasses. A node may belong to
multiple NodeClasses.

Belonging to a NodeClass may have various implications fblode. It may associate a descriptive icon to the
Node, e.g. all Nodes belonging to the "Microsoft Windows"d¥€lass will have the familiar icon. It may also
imply a number of Checks automatically being set up on theeNddis is the most powerful use of NodeClasses,
it allows one to only have to set up the required checks onoesich group of identical Nodes, and to easily modify
the configuration afterwards.

SysOrb comes with a number of pre-defined NodeClasses, thiatgn use as you see fit. You can define more
NodeClasses yourself, and you can even modify or deleterdidgfined NodeClasses if you like. Mind however,
that the pre-defined NodeClasses contain carefully crafételction rules, which allow SysOrb to automatically
put new or existing nodes into appropriate classes.
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4.6.1. Sub-classes (inheritance)

The pre-defined NodeClass "Web Server" is supposed to cagt@iodes running a web server of any sort. Another
NodeClass is "Apache Web Server" which should contain alesaunning that particular application. Of course,
any node belonging to "Apache Web Server" should also beloiig/eb Server".

This relationship between the NodeClasses is declared bynmdApache Web Server" a sub-class of "Web
Server", we equivalently say that "Apache Web Server" iithdérom "Web Server", and that "Web Server" is a
base class to "Apache Web Server". It means that any Nodadiatpto the "Apache Web Server" class implicitly
also belongs to the "Web Server" class (and any classes fioohWwWeb Server" inherits.) This will cause any
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Check templates in the "Web Server" class to be inheritetied'Apache Web Server" class, and thus apply to
nodes belonging to the "Apache Web Server" class. The "Ap#dtb Server" class can add more check templates
and/or override some of the generic web server checks.

4.6.2. Associating NodeClasses to a Node

To set the NodeClasses to which a node belongs follow theps:st

« SelectConfigure to the left in order to goto configure mode.
- Inthe tree that appears, browse the domain hierarchy toliméllode in question, and clidkdit next to it.
+ Click NodeClasses (right below theEdit Node button.)

+ You should now be able to browse all avaiable NodeClasséwtteft, while checking the wanted NodeClasses
and selecting them by clicking the right-arrow in the veatioar.

- When you have selected all the NodeClasses you want, ©kck

Immediately after assigning the Node to some NodeClasss€r$ will check to see if the NodeClasses define
any check templates, and in case they do, apply them to the.Nod
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Caution: Should you ever dis-associate a node from a NodeClass wich have check templates, then the checks
will immediately be deleted from the node. Setting all of them up again requires no more effort than associating
with the NodeClass again, but the historical data will be lost. That means you should be careful when changing
the set of NodeClasses to which a node belongs, once checks are set up and have been so for a while.
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4.6.3. Creating / Editing NodeClasses

To add your own NodeClasses, or edit/delete existing oriek €onfigure and go to the root domain (or a
subdomain, if you want your new class to only be visible wittiiat domain and its subdomains.) Then click on
the item namedNodeClasses, to expand it and see the root NodeClasses.

If your new NodeClass is completely unrelated to the existilasses, e.g. you want to make NodeClasses "1st
floor", "2nd. floor", etc. to track the physical location okthodes. Then you probably want to create a new root
NodeClass called "Floors". You do that by clickidgld NodeClass while viewing the root NodeClasses, and
filling out the form. You should check the fieldbstract for a root class like "Floors". That will prohibit nodes
from belonging to "Floors" directly, allowing the nodes telding to sub-classes of "Floors" only.

Probably most of the time your new NodeClasses will belongesshere in the existing class hierarchy. If you
for instance would make NodeClasses for various releasgsufoperating system, then these classes should be
sub-classes of the existing NodeClass for (any releasdaf)operating system. To create on of these these, you
should browse the NodeClass hierarchy finding for instame&freeBSD" class, and clickingdd NodeClass to
create an "FreeBSD 4.3" sub-class.

When creating or editing a NodeClass, your can fill in the feitg fields:

- Name: A short name of the NodeClass. This name will be shown in caimmewith any node belonging to the
class, so please select a name that properly describes dealoaging to this NodeClass.

+ Abstract: If you check this field, then no nodes will be allowed to beldoghis class directly, (they can still
belong to this class indirectly, by belonging to a non-aixstsub-class of this NodeClass.) This field is set for
the predifined classes "Operating Systems", "Applicatiansl more, as it makes no sense for a node to belong
to "Operating Systems", but it makes perfect sense for a twhbelong to the sub-class "Microsoft Windows".

- Information URL: Here you may provide an URL link to some resource relevanhémtes belonging to this
class. This link will be accesible from tidode Info subpage of any node belonging to this class.

- Description: This field is for an description of which nodes should belanthis class.

« Auto-promote: This field has effect when SysOrb is assigning NodeClassesdes during auto-discovery.
If SysOrb determines that a node should belong to the baseadaof this one (the classes from which this
one inherits), and this class is marked auto-promote, tha®® will "promote” the node into belonging to
this NodeClass. This feature may seem odd, but it is veryulsefou for instance want slightly different
web server classes for each SysOrb domain, (e.g. on foMietnaservers and one for internet accesible web
server.) Both are detected by the fact that they respond i8ppbut they reside in the "Internal” and "Internet"”
domains respectively. By creating two new NodeClassesmtieei "Internal” domain and one in the "Internet”
domain, both inheriting from the standard web-server ¢lasgl both having auto-promote enabled, SysOrb
will automatically assign the right class during auto-digery, depending on in which SysOrb domain the auto-
discovery is performed.

« PNG Icon: If you want all nodes belonging to this class to have a comroon,ithen you can optionally upload
a 24x24 pixel PNG image here. SysOrb does not accept gifigpgpr any other image format besides png. If
your image processor does not support the png image forineat you may visit http://www.libpng.org/pub/png/
for a list of tools to create png images.

4.6.4. Check templates

This is the most powerful feature of NodeClasses. You are bspecify that all nodes belonging to a particular
NodeClass should have a number of checks automaticallypsethis is not a one time duplication, like the
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node copying feature which is also available in SysOrbelagtchecks on all nodes belonging to a NodeClass is
continually kept up-to-date with the check templates fromNodeClass.

Even though a node has checks set up according to some cmplates from a NodeClass, you are still able
to manually configure more checks on that node. If you latedifjdhe NodeClass template checks, then these
modifications will be propagated to the appropriate chelelesjing the manually configured checks untouched.

If a node is member of multiple NodeClasses, it will recetve einion of all checks configured in the NodeClasses.
E.g. you have an "Apache web server" class with a templateRHdifeck and a "Postfix mail server" class with
a template SMTP check, then one server which runs both ofgthkcations will naturally belong to both Node-
Classes, and automatically have both the HTTP and the SM&&katonfigured.

Before you can set up check templates for a NodeClass, yotilmaus at least on node belonging to the Node-
Class. Preferably you should have associated all of thadiei# nodes to the NodeClass, before configuring check
templates, as that will allow SysOrb to compose the comgletef available checks for the affected nodes.

You configure check templates by clickifglit next to a NodeClass, and selecti@geck config in the menu.

Then you will be presented with a tree containing all Net&eSnmpCheck and AgentChecks available on any
of the nodes belonging to the NodeClass. You may browse ¢leeaind configure any of the checks, just as if you
were configuring checks for a single node. These configursitidll have immediate effect on all nodes belonging

to the NodeClass.
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Logout Inheritance 51 node
Defection ([ JAgentChecks
Loggedin as R
adimin e [T]SNmpChecks
Quick links
Admin Guide
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Some checks come in a group of similar checks. E.g. the filesyfee space AgentChecks or the SnmpChecks
in the group ifTable. With NodeClasses you can configure ladicks in such a group at once. This beats the
QuickConfig feature in the way that it is not a one time dupiara but checks on the node are continually kept
up-to-date with the check templates from the NodeClasselfntode is later re-scanned, and more checks appear
in the group (e.g. an extra disk driver or new switch portsghtthese checks are instantly set up according to the
NodeClass templates.

You configure all checks in a group by browsing into the "Altrés" folder, which appear at the very bottom of
groups like "FS free space" and "ifTable".
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If you do not see there special folders, then you may needdcadie the SysOrb Agent and/or rescan the node.

4.6.4.1. LogChecks and NodeClasses

You may want multiple NodeClasses to contribute with rutethe same LogCheck. The most obvious example is

the windows Event Log. The "lIS" NodeClass, the "Exchangeti&Class, the "Print Server" NodeClass, and the
"Windows" NodeClass itself all would like to add some rulestte Event Log check.

If you simply configure a check template for an Event Log Log€in all of the NodeClasses, then you get a
NodeClass configuration conflict. Just as if you configure @timer check like (e.g. CPU Idle time) in multiple

NodeClasses, and a node happen to belong to more than orsefNloeleClasses. SysOrb simply does not know
from which NodeClass it should take the configuration.

To work around this limitation, you should use parasiticiand LogChecks. Parasitic LogChecks works by "steal-
ing" the log entries from a host LogCheck. |.e. each time aryerrives to the host LogCheck, the entry is first

run through all the rules of the parasite LogCheck, only ii@of these rules match will the entry run through the
rules of the host LogCheck.

Back to the Event Log example. The recommended way to seteuNdkeClasses in that case, is to configure the
Event Log check itself in the "Windows" NodeClass (and omlthie "Windows" NodeClass.) The other Node-

Classes, which wants additional rules put into the Eventdloerk, should do so by means of a parasitic Forward
LogCheck on the Event Log check.
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4.6.5. Detection rules

During auto-discovery (se€hapter $ SysOrb is able to automatically assign the newfound noaeppropriate
NodeClasses. To enable this, each NodeClass may have amofhaetection rules, which basically states, that if

the node behaves in a certain way during auto-discovem,ittslould belong to this NodeClass.

There are a number of detection rule types:

46

+ Can connect to port: With this rule type, you specify a port number, and the ruléames if the node responds

to TCP requests on that port. Example: If you are creating @eltass "Microsoft SQL Server”, then you can
make a rule stating that any node responding on TCP port 1#38dbelong to this class. (As 1433 is the port
used by the Microsoft SQL server.)

SMTP / POP3 / IMAP / FTP Greeting: These four types of rules exploits the fact that accorindheofour
aforementioned protocols, the server has to send a graatisgage, before the connecting client may send the
first request. During auto-discovery SysOrb sends no reésyuag it still records the greeting sent by the server.

This greeting message is matched against the pattern givehef detection rule in the form of POSIX regular
expression.

For more information about regular expressions, please sutbn
http://lwww.opengroup.org/onlinepubs/007908799/x&dhml

HTTP: This type works just like the above, but matches the pattgainghe reply from the server. The requested
page is "/" ie. the root page of the server, which most oftémex.html".

Is pingable: This type of rule has no parameters, and simply matches idke responds to ping (ICMP echo)
requests.

Has DNS service: This type of rule has no parameters, and simply matches ihtitee responds to DNS
requests on UDP port 53.

SNMP OID prefix: Every SNMP agent has an number sequence (OID) which identifee vendor and exact
type of the SNMP agent. This number sequence consists ofsseguénce identifying the vendor, followed by
a subsequence chosen by the vendor to identify the particatiel/type of SNMP agent. For instance: an HP
ProCurve 4104GL Switch identifies itself by the followingiDi.3.6.1.4.1.11.2.3.7.11.27 . Inthis case
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1.3.6.1.4.1.11 is allocated to HP, angl3.7.11.27  is the sequence chosen by HP to identify the particular
ProCurve switch.

When setting up this type of rule, you should enter an OID pyefiich for instance could be3.6.1.4.1.11
. The rule will match if the node responds to SNMP requestd,the OID returned by the SNMP agent on the
node starts with the given prefix. That means that any HP devilt be matched by the above example prefix.

- Node info: If an SysOrb Agent has been installed on a node it will send ba¢he server some information
about the Node ie. Node info. You can view this Node info byt filewing the Node and then select tNede
info button. The pattern is matched against this Node info. F.oam detect a Linux OS by using the following
patternOS.Id. =Linux .

You configure detection rules by clickiriedit next to a NodeClass, and selectiRgles in the menu.

4.6.6. Distributing standard NodeClasses

If you are a systems integrator or consultant dealing witlitipla SysOrb installations, then over time you will
probably refine your best practice into a set of NodeClas#bsdetection rules and check configuration templates.

You may want to transfer updated versions of these Node€dassm your reference system to various SysOrb
installations. This can be achieved using the XML expoim utilities mentioned in the SysOrb administrators
guide.

You can export all NodeClasses from the root domain of a Sys@rver with the following command:
sysorb-exporter -l adni n -1 NodeClass+ -f best practi ce. xni

You can later import these NodeClasses into another Sys@uerswith the following command, which will
overwrite existing nodeclasses with the same name as tlseiitee XML file:

sysorb-importer -l adni n -f best practi ce. xm

For further instruction on how to use the XML tools, pleasasdt the SysOrb administrators guide.

4.7. NodeViews

Sometimes a specific subset of the NetChecks, AgentChecksrampChecks on a node is of particular interest

to some people. If a single monitored machine runs both a welesand mail server, it makes sense to put the
http response time (NetCheck) along with a log check on the seever error log (AgentCheck) and other check

relating to the web service into one group. And put the méditeel checks into another group. For these situations
SysOrb allows you to group together a subset of the checks@made, and showing the combined status of these
checks on the node overview page with a user specified label.

In SysOrb these subsets are called NodeViews, (the genees\tan contain checks from several nodes, see
Chapter 7) To create a NodeView go to the configuration page for theerattl select thdlodeViews tab, then
click the buttonAdd NodeView. You will then be prompted for a name for the new NodeView, god will see

a list of all NetChecks, AgentChecks and snmpChecks on the.rierom this list you can select the checks which
are to be members of the NodeView, a single check may be meofilmeunltiple NodeViews. After selecting the
wanted checks clicloK.

After creating your first NodeView you can seld@dterview to the very left in order to see it. You should see
the name of the NodeView above the usual node status box.cbheniext to the name shows the worst status of
any check in the NodeView. By clicking the name you will beeatadl see the status of all checks belonging to the
NodeView.
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4.8. MultiCheck graphs

48

Presenting the results from multiple checks in a singlelycam provide insights into how different checks interact
or simply provide a more detailed view of the current status nonitored device or system. MultiChecks provide
a way of configuring a view of multiple existing checks in agéengraph.

You can add a MultiCheck anywhere where you can have chenligriNetChecks, AgentChecks or SnmpChecks.
Simply go toConfigure under a node, and selektld MultiCheck.

Node: blackbird.ewan evalesco.com

Edit Node Name State O Options
NodeClasses <= AgentChecks
NetChecks [T AgentActions

| AgentChecks
snmpChecks
QuickContig
NodeViews

[ customn AgentChecks
[JFree Memary
[CJFs free space

[interface events

[ nterface throughput

[Edit][Delete]

Rescan

In the example image here, we can see that there already idtighmok named "Temperatures"” right above the
Add MultiCheck option.

After clicking the Add MultiCheck button, a name for the MultiCheck must be specified. Pick dmyrtsand
descriptive name that would fit the MultiCheck you wish toatee In this example, we namelibad response
because we wish to display the response time of the serversadjze load of the server, to see if the response time
is affected noticeably by the load of the server.

Once the empty MultiCheck has been named, it is now possitddd eithesingle serie®r sumsof a set of series
to the MultiCheck.

Multicheck: Load response
Edit Check Name Checks Options
| series Add curve representing a single check
Add curve representing the sum of multiple checks

Back

In order to create a MultiCheck with tHead of the server and theesponse timef the server, we simply click
Add curve representing a single check once to add théad and once to add thtMAP check For each check

or "series" that is added, one must choose a descriptive famigs series. The name defaults to the check name
of the series, but it many cases it can be desirable to insbider name instead.

One can add any number of checks to a MultiCheck. Howeves,ririely practical to add more than 4-8 checks,
because the resulting graphs become increasingly difficutiterpret. Another thing one should consider, is the
unit of the included checks. The graph routines in SysOrb will adte axes to the graph to accommodate one
unit per axis. If one adds many checks with different unhse, graph will become much more difficult to read for
most users, as graphs with more than two or three axes aremobanly used elsewhere.

Once the series we want in the MultiCheck have been addeghtiek configuration should look something like
the image below.

MultiCheck: Load response

Edit Chack Name Checks Options
| series [Z IMAP response W IMAP/143] [Edit] [Delets]
4 Load -é);’ UN#*X |oad average[Edit] [Delete]

Add curve representing a single check
Add curve representing the sum of multiple checks

Back
In the example, we have added two existing checks to the Gluditk; the IMAP response time (a NetCheck) and
the UN*X load average (an AgentCheck).

Clicking Overview to the left will take us frontConfigure mode toOverview mode, and will show us the Multi-
Check. Take a look at the example image below, and read ohdaxplanation of the graph.

© Evalesco A/S



Chapter 4. Host/Node Management

History of Load response on blackbird ewan.evalesco.com

2007/05/15 12:58 to 2007/05/15 13:58 (1 hour):

—+— IMAP response Min: 1.0 ms Avg: 3.4 ms Max: 67.0 ms
Loadd Min: O Avg: 0.127 Max: 0.880

ng
4,0 1.00

< g
20.0 0.50

fopeo b el S o .,

13:00 13110 13:20 13230 130 13550

The blue box left oiMAP responseells us that this series is associated with the left-sids. @&orrespondingly,
the blue box to the right of thieoad line tells us that the load average series is associatedhéthight-side axis.

Looking at the right-side and left-side axes, it is also clehy the two checks are associated with each their axis.
The left-side axis (response time) represents 0 to 40 mée Wia right-side axis (load) represents a (unit-less) load
average from 0 to 1.

The above begs the questiomhat happens with the axes as we add more sefiiesRat case, SysOrb attempts
to do the most sensible thing; it will collect all series whigse identical units on the same axis. And it will add
axes as needed, to accommodate every unit used. The endwilisiié a graph withas few axes as possiblie

the example below, we have add8MTP responséwhich is measured in ms just like the IMAP response), and
processor temperature (which is measured in Degrees €gldghich will be the 3rd unit we add to the graph).

2007/05/15 13:17 to 2007/05/15 14:17 (1 hour):
—+— CPU Temp Min: 33.0 C Avg: 34.6 C Maz: 36.0 C
IMAP response Min: 1.0 ms Avg: 3.1 ms Max: 32.0 ms
SMTP response Min: 21.0 ms Avg: 28.5 ms Mazx: 94.0 ms —
Load Min: o Avg: 0.103 Mace: 0,880

[ 53
36.0 100 H1.00
4 >
o w&r@#w "
| : % |
34.0 . B . 1 Lelp—to

13:20 13330 130 13m0 100 L4t

On the above graph, we can see (from the blue box left of thdifieg that the CPU Temperature is displayed on
the left axis. The second and third lines (IMAP and SMTP respdimes) both have their boxes over the first of
the right-side axes, thus telling us that since they are bmathsured in ms, their values can be read out on that 0 to
100 ms axis. The fourth series, the load, is shown on the-rigidt axis, as is evident by the blue box to the right
of the fourth line, above the right-most series.

4.9. Moving Nodes between Domains

You can move Nodes into sub-, super- or sibling domains iflik@u This will move all configuration and statistical
data, and monitoring of the Nodes will be uninterrupted. Mgwodes is solely an administrative operation, used
to group Nodes conveniently, or impose Domain-based acoggsol.

« SelectConfigure to the left in order to goto configure mode
- Inthe tree that appears, choose the domain in which the Nardesurrently located.
- Click Move Selected at the bottom of the page

- In the tree that appears, choose the domain to which you wanbt/e the Nodes. You can browse around by
clicking the domain names, and select the domain your wantlibking the[Select] link to the right of the
Domain.

« Now you may be asked to confirm the move. This only happensnfesof the Nodes or Checks contains
references to AlertGroups, which is not visible in the Dami which you are about to move them. If you
choose to proceed, these references will be cleared. édNadldes will have their AlertGroup set done and
Checks will have their AlertGroup set s Node.
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In order to quickly setup monitoring on a IP-address rangegan use the auto-discovery feature of SysOrb. This
will add all newly found nodes to the current domain and eadlid checks you have choosen in to scan for.

In order to initiate an auto-discovery, do the following:

SelectConfigure to the left in order to goto configure mode

In the tree that appears, choose the domain in which to addaties found during the scan, by clicking on the
domain name.

SelectAuto-discovery at the bottom of the page

You will now see the auto-discovery startup page as showowbel

[E9S7=08 50 =Sy =0 bemolicensel= Kongiiorrs =I==1]
Location Edit View Go Bookmarks Tools Settings Window Help
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SYSORB" amese )
METWORK MONITORING SYSTEM , -
Overview Configure in Root domain -> ScanDomain -> Starting auto-discovery
Create Auto-discovery
System setup In SysOrb domain §Ee£QDmain [Browse]
Vige IP range begin [100.1.1 |
Logout IP range end [100.1.254 |
Perform from station ) [MasterB\astEr(th\s statmn)B
Loggedin as @ As domain
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SEIRE Existing nodes A
ulotnks. albatross (100.1.18) [
User Guide
Protocols used for scanning A
IEMP (Ping) X
HTTP ®
SMTP x
POP3 3l
IMAP x|
FTP ®
CNS x
List of ports to TCP
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SNMP information used for discovery A
Community [public |
Do full SNMP scan x
OK  Cancel
[]
G2
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+ Fill in the requested information:

In SysOrb domain: This domain is where the newfound Nodes will be createdlsiy énfluences which
NodeClasses is considered, when SysOrb is automaticaligrasg classes based on the services provided
by each node. Basically SysOrb only considers NodeClasdesding to the selected domain, or one of its
ancestors up to the root domain.

IP range: If you want to find machines not yet created in SysOrb, thansfwuld give an IP range for SysOrb
to scan. Both endpoints are included in the scan.

Default value254 IP addresses around the address of the SysOrb server

Existing nodes: If you want to automatically set up NetChecks and Node@&$81 some Nodes already
created in SysOrb, then you can check them here. Note thatawooot both enter an IP range and some
existing nodes, if you want to do both, you must start two sseaauto-discoveries.

Protocols used for scanning: SysOrb will discover nodes by trying to contact each IP adslin the given
range on each of the protocols selected in this field. If a megjponds to one of these protocols, the node will
be created in the domain, and a NetCheck will be configuredhatichted on the node.

« SNMP Community: Nodes running a SNMP Agent will typically provide informat about their brand
and model, this can be used to automatically assign the rtodesy specific NodeClasses. In order for the
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SNMP Agent to reply to SysOrb’s requests for informationsSgb must know the (read only) community of
the SNMP agent, which you can enter here. If you leave thid BEnk, no SNMP detection will take place.

Default value public

+ Click the OK button to start the auto-discovery.

You wil now see a page showing the setup and progress of time ¥oa can at any time sele@K to do other
things, the scan will continue to run in the background wdite. In order to check the progress again just click the

auto-discovery icon that has appeared in the domain youettele scan. Make sure to be in configuration mode
by selectingConfigure on the left.

[ZEGIES

EuEIOWNNEEawEas GOQKIAKEE

B Location: | omain=1.11160882645ne workscan= 1,36522489356 imeout=4&server=localnost22 1 | ~| 1 [

SYSORB" m@) B
MNETWORK MONITORING SYSTEM g
Cverview Configure In Root domain -> Scanlomain -> Aute-discovery: Scanning 10.0.1.1 - 10.0.1.254
Auto-discovery running
The IP address range specified below is now being scanned for nodes. YYou can proceed
System setup doing other things, and the scan will run in the background. Running scans are visible from
Views the normal tree overview
Logout -‘éﬂ 2%, I
Scanning setup
Logged in as IP address range: 100,110 10.0.1.254
admin Scan using |ChIP (Ping): [}
Quick links Scan using HTTP: )
User Guide Scan using SMTP: M
Scan using POP3: i)
Scan using IMAP; [}
Scan using FTP: )
Scan using DNE: 5]
Scan using ShVIP: i)
Additional TCP ports: 22,111
oK B
=
=
Page loaded |
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You can make SysOrb generate a report about the conditioauwfryetwork during a specified time interval. This
chapter will guide you through setting up a report template generating the report.

6.1. Creating a report template

A report template is used to define which parts of the monik@becks/Nodes/Domains you want to include in
the report. Typically you will have a few report templatesddnave SysOrb generate instances of these templates
either by explicitly requesting them, or automaticallyegular time intervals. Older instances will be available fo
reference and comparison.

To create a report template chod@3enfigure in the navigation menu, and do the following steps:

6.1.1. Step 1: report type

- In the tree that appears, choose the domain you which to genaireport for by clicking on the name.
«+ Click the Add report button.

+ Give the report a name in thieeport name field.

« Choose the report type. You can select one of the following:

- System availability: Reports any severe events and calculates a availabilitgptages, downtime percentage
etc. for a all Checks/Nodes and Domains. It will also makesodd the checks for the period.

- Severe events: Reports any severe events in the period choosen.
- Response time: Reports the response time of the checks in the period choose

- Current licenses: Reports number of licenses currenly assigned to each afdhmins configured.

« Next select the period in time you wish to make the the regmrtYou can eighter choosepeeriod e.g. Last
week, and when the report is generated it will make the thertépr the time interval: sunday 2 weeks ago until
last sunday.

You can also specify #ime interval to make the report over. This is mostly used to generate atrepce,
whereas using a period is used if you would like to generagpart every week for example.

- In the sectiorRecurrence you can specify that SysOrb should automatically genematesiance of this report
template a some given points in time.

- In the fieldEmail addresses you can specify a comma separated list of email adressesopfeoerho should
receive a copy of the report every time an instance is geggbrahis is particularly useful in conjunction with
recurrence (above).

« Max. instances when set will limit the number of instances of this report gate, that SysOrb will store. If
the limit has been reached SysOrb will delete the oldesaitgt, when a new report is to be generated.

- Last select théublic visible if you want other people that yourself to see reports geadray this template

- Click theNext button to go on and select which nodes should be includedsneport.
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6.1.2. Step 2: Node selection

Now you should select the Domains/Nodes to be included imgpert. Selecting a domain means that every Node
in that domain and its subdomains will be included in the repo

You can see the current selection in the right half of theestr&ou add or remove Nodes or Domains from the
selection by checking them and pushing one of the arrow hsiftothe center bar.

If you want to include nodes primarily based on their Node€)dhen select the topmost domain here, and you
will be able to constrain the nodes to be included by their@@ldss in the next step.

When you have made your selection, pushNest button at the bottom.

6.1.3. Step 3: NodeClass selection

If you do not select any NodeClasses at this step, then evedg Nelected in the previous step will be included in
the report.

If you select some NodeClasses here, then only nodes whichd every one of the selected NodeClasses will
be included in the report. If you for instance select thesdas'Web server" and "Debian Linux", then only Debian
machines running a web server will be included. If you selgdindows" and "Solaris" then no Nodes will be
included (as no node can belong to both the "Windows" and3ia¢atis" NodeClass.)

If you want all of your Windows server and all of your Solare\gers in one report, then select one of the classes
at this time. And after Step 4 go back and make an additionetsen with the other NodeClass.

When you have made your selection, pushest button at the bottom.

6.1.4. Step 4: Check selection

If you want all checks on the selected Nodes to appear in fhertieghen you can skip this step. Otherwise you can
select among all the checks present at any of the includeelsnéfdsome of the nodes does not have all the selected
checks, only the ones which is actually active on the pdeianode will be shown in the report. (Other nodes in
the report may still have all the checks shown, if they ars@néthere.)

When you have made your selection, pushNest button at the bottom.

6.1.5. Finalization

You have now completed the report template, and may procegelrterate a report instance from this template.

Optionally you may go back and add more selections, thistaki you through steps 2 to 4 again.

6.2. Generating the report from the template

Now that you have made a report template you are ready to gtentbie report. Select tf@verview in the navi-
gation menu, and do the following steps:

+ In the bottom of the overview tree you can see your report tarmmame. Click on it.
« You can now click the linkKGenerate to generate the report.

- When the report generation is finished ie. the progress bappléars anGenerate reappears, you can see your
reports in the list of generated reports for this templaterftime you generate a report for this template it will
be appended to this list.
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You can now view or delete the generated report as you like.

6.3. Reading the generated reports

54

The content of every SysOrb report is structured the sameasayour domain heirarchy. l.e. each domain is
represented by a section in the report, with subdomaingsepted by subsections. When browsing through the
report you may expand or collapse each section, or you cassetibe printable format in which every section are
expanded.

When calculating the availablity percentages for a givertkh8ysOrb does the following: For each point in time
within the interval for which this report is to be generattte check fall into exactly one of the following three
cases:

Confimed downtime

SysOrb has statistical data indicating that SysOrb perdrthe check, but failed to get a reply. Or that the
reply was outside the configured alarm thresholds. In stiostjs the periods in which a red icon has appeared
for this check.

Confirmed uptime

SysOrb has statistical data indicating the the check wdsnmeed, and returned a reply which was inside the
alarm thresholds (but may have been outside the warninghblgs.) In short, this is the periods in which a
green or yellow icon has appeared for this check.

Unconfirmed uptime

SysOrb has no statistical data for the period. This may beethby the SysOrb server or agent having been
down for a period, or that the check was simply not configutatat time.

The availability percentage for a single check, visiblehat very top of the section describing a check, is simply
the sum of "Confimed uptime" and "Unconfirmed uptime". In addihese numbers SysOrb makes the optimistic
assumtion, that even though the SysOrb server is down foriadoef time, everything else keeps running.

The total availability of a node is calculated as the averHgle availabilities of every one of its checks, which are
included in the report. The total availability of a domaitikiewise calculted as the average of the availabilities of
every node in the domain (including subdomains), which meciided in the report.
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SysOrb graphical view is a unique function that enables #ee 10 easily upload a png image to the SysOrb server.
Typically the image would be a geographical map or a typolomp of the network. Once an image has been
uploaded, the user can chose to ad nodes, checks or domafresitnage/map. For example this feature can be
used to:

-+ Create network maps with a status icon for each device on #pe m
« Create "Map" views that can be shown on network operatioteceaareens.
- Create a network overview for publishing on the companysht for e.g. information to the top management.

+ Create a custom view of the most important nodes/checksunryetwork.

7.1. Adding a new view

To add a new new view, do the following:

- SelectViews in the navigation menu to the left.

SYSORB'

SERVER & NETWORK MONITORING SYSTEM
R

Chverview
Domain tree
Alert list

Configure

Systern Setup

Logout

Wiews
My Wiews Status Damain

@ Box Wiew
Add new

Graphical “iew

y

Options

+ Click the Add Graphical view, to create a new view. You will now get a view template you chrofit.

SERVER & NETWORK MONITORING SYSTEM
—
Chve e Wiews -= Add graphical view
Darmain tree Create Graphicalview
Alert list In Sy=0rb domain Root domain
Configure Graphical View name

Systern Setup

Logout

Logged in as

admin

Quick links

Admin Guide
User Guide

Alert Sound
X ')) [Test sound]

PMG image

" Gennemse..

ShowPopupOnAlert
ShowPopupOniWarning
ShowPopupOnUnknown
ShowPopupOnDowntime
ShowPopupOn Ok

OO00FE

Access

O
O

Public viewahle
Fublic editable

OK | Cancel
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- Enter the name you want the new view to have.
« Select the PNG image you would like to upload to SysOrb.

- You chose if you would like a popup on alert or not. A Popup isnals box that will appear every time there is
an alert. You can always edit this later.

« Select the Public view button, if you want other users to e tbuse this view.
« Select the Public view button, if you want other users to He @buse this view
- Finally press thék button to accept the new view.

After adding a new view you would probably like to edit it, sefing the checks, nodes and domains you want to

view.
SYSORB'
‘SERVER & NETWORK MONITORING SYSTEM
—
Owerview Wiews : :
) Wy Wiews Status Damain Options
Damain tree X
: Map y [Edit] [Delete]
Alert list
Configure
System Setup B4 Box View
Add new
Lagout Graphical Yiew

-+ Press Edit to configure your map.

SYSORB'

SERVER & NETWORK MONITORING SYSTEM

Crverview Wiews - Edit graphical view Map
Darnain fres Label Type Options
Alert list

Configure

Systern Setup

Laogout
Logged in as
admin
Cluick links [Configure] [Insert Node/Check/Domainiew/Graphical Wiew] [Move tems]
Admin Guide Display View
User Guide

« Press (Insert Node/Check/Domain/View/Graphical View).

SYSORB'
SERVER & NETWORK MONTORING SYSTEM
 /
Overview “iews -» Edit graphical view Map -» Insert Domain/Mode/Check/MView/Graphical View from Root domain
Damain tee Iterm Options
ertict (yRoat damain [Add to graphical view]
Configure [ Headguarter [Add to graphical view]
: S sysorhtestpc [Add to graphical view]

System Setup i
\ o 9 whawy. evalesco.com [Add to graphical view]

Logout

- Navigate to the check, node or domain you want to place ong@phical map. And click the Add to graphical
view link..

- In this example we will chose sysorbtestpc
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SYSORB

SERVER & NETWORK MONITORING SYSTEM

Orverview

Wiews -= Edit graphical view Map

Label Type Options
sysorbtestpe in Root domain Mode  [Remave] [Edit]

Domain tree
Alertlist
Corfigure

Systern Setup

Logout

Search

Logged in as

admin

Quick links
Admin Glide [Configure] [Insert Node/Check/Domainfiew/Graphical View] [Move ltems]
Uzer Guide Display View

Alert Sound

) [Test soynd]

- Now we can chose to give sysorbtestpc a new label or we caredhdsave no name at all for the node. We
chose edit to change the label.

SYSORB'

‘SERVER & NETWORK MONITORING SYSTEM

o e

Overew Yiews -> Edit graphical view Map -= Edit graphical view
Daornain tree Edit Graphical Wiew Entry
Alart list Yiew content sysorbtestpe in Roat domain

Configure Box label

System Setup Shaw Label

Lagaut OK | Cancel
Search
- If no box label has been set the default will be the node naroe: We change the name to e.g. servl and press
OK.
SERVER &NEI'\MJRK%NNG SYSTEM
Chvarview YWiews -> Edit graphical view Map
Domaln tree Label  Type Options
Alartlist Serel  MNode  [Remove] [Edit]
Configure

System Setup

Logout

Search

Logged in as
acimin

Qick links
Sdmin Guide [Canfigure] [Insert Mode/Check/Domain®Yiew/Graphical Yiew] [Move lterms)
User Guide [j\'gplay_\ﬁew

- In order to move the node to where it should be on the grafivieal press (Move Items)
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Overiew Vigws -> Edit graphical view Map -> Move ltems
Domain tree

Use the mouse to move drag an ety to the desired position
Aertlist

n—_
B

Canfigirs Nods Servi s‘.g/...'
System Setup
Logout
Seach

Logged in as

s

Quick links

i Guide

User e

Alert Sound
) [Test sound]

Saular
o

Lietuva
Lithuario
) sova
ot (o o
o™ ryaoves Kaunss |
okt

- Using the mouse you should now be able to move the node arauhplace the node exactly where you would
like it to be on the map. Once you placed the node where it shmeipress OK.

SYSORB'

SERVER & NETWORK MONITORING SYSTEM
Ohverview Wiews -» Edit graphical view Map -> Move ltems
Domain tree Sawed your changes.
Alertlist
. DisplayView
Configure
Systern Setup
Logout
Search \
« Press display view to see the result
SYSORB"
O(E’Dw::‘m - Views -> Displaying graphical view Map R
et R 2~ s "
Configure 5:2-2' *
System Setup 5
Logout
ot
Quick links

User Guide

Alert Sound
) [Test sound]

el 50
o Coserct

o
5 oCrempakhovsk Kaunas
o

As we configured earlier that we would like a popup on alert aeisnow. The popup tell us the there is an alert
on this node. If you press the grey area in the popup you caigatavdirectly to the node to see what the problem
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Views -> Displaying graphical view Map

Saular
o

Lietuva
Lithuania

o
sthousk KaUNaS
ik

EditView |

7.2. Edit a view

To select which checks, nodes or domains you want in a viewhgoe to edit it. Furthermore, you reconfigure the
layout of the view by editing it.

To edit a view, do the following:
« SelectViews in the navigation menu to the left.

« Click edit on the view you want to change. You will now see sdrages in your browser window, all containing
the text linkAdd new box. The idea is that each box can contain either a check, a ncaldamain.

Deme’ ox
Flle Edt View Go Bookmarks Tools Help
@-D-@ 2@ [ hitp:/falbatross intern sysorb.cormks msofindex.cgi?path= 1.3 2&server=albatn_f
SYSORB' ﬂlé‘)
NETWORK SYSTEM “~
| lowemen. Tt I
[r—

it e b || ek e o) | |2skd new bord |

Hlviewsi Conflaure View] [Dispiay View]
[ltogoutd

- Click one of theAdd new box links. You will now see the usual domain tree, like in a ovewiBut on the left

of each entry in the tree, there ishad to view link. When you click on such a link, the associated check, node
or domain will be put in the view box.

- Navigate to the check, node or domain you want to put in the Wiex. And click theAdd to view link.
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i+ SysOrh - "SysOrh Deme" - Konqueror R

Location Edit View Go Bookmarks Tools Setings Window Help

BLg:aunn|;ysum cgitpath=1.3.2 1&p 1 _id=133531309 -1.2634 v
SYSORB EVALESED
NETWORK MONITORING SYSTEM -
il overvew Itain Options
- —|Root domain A to view]
lconiauen = [ ]
[T Connectivity [Add to view]
lVists sy s
[C)5ysOth ServerCluster [ to view]
Logout
eltoga 5 amatros [Adld to view]

] rreeiaiiaa buiit sysorh cor [ to view]
] rreebas puilc sysorn com [t to view]

Hrpunn [Adld to view]
Hreahatsz [Adld to view]
H reahatoz [Adld to view]
Hreanarrz [Adld to view]

|

« You will now get back to the edit view page, where you can skkades of the view. As you can see you have

probably got a new row of empty boxes in this view. You can $eename of the box you have just created
appear in the title row o the box.

Sys0ib - "Sys0ib Demo" - Nezlla Firebird

File Edit Yiew Go Bookmarks Tools Help

@ D@ @ [ htipffalbatross.intern sysorb.comiksmsofindex cgizpath=1.3.2&server=albatr /|
™ E
NETWORK MONITORING SYSTEM |
Wiews -> Edit view Customers
Ovenview, - r—————
a ‘ Tocalhast in domain Root do... ‘ ‘ Enpty ‘ ‘ Enpty ‘
[l Contigure. .. Pick up [Femove] [Edit] | o e o ||k rew oo |
- |k (Remove] (Eit] | | new b | [ e b
Bt Empty [[ ety || emmty | &
luogout | 8o e b iAol ne hoxl | | Aol new hox

Confinure View] [Display View]

- Add more boxes is you see fit.

- During the process you can changeéisplay View, in order to see how the view looks.

« When you are done you can use your view as describ&eation 7.4

7.3. Reconfiguring layout of a view.

If you discover that the initial properties (ie. layout) yassigned your view at creation time isn’t appropriate, you
have the ability to change these.

To change view properties, do the following:

+ SelectViews in the navigation menu to the left.
« Click edit on the view you want to change.
« Just below the boxes you will find@onfigure view link. Click on it.

+ You will get a dialog, where you can change the name, numbeolainns in the view and the public status of
the view.

- When you have changed the fields, click @l button.

7.4. Use a view

To use a view, do the following:

« SelectViews in the navigation menu to the left.

+ Click on the name of the view you want to use. Any public viehat tother users have made, you can see below
your own views.
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« You can now see the all the boxes for the checks, nodes andmoyma have added to this view. If the status of
one of these is good, the box will have a white background,ifahis not good, the background will be either a
yellow or red, corresponsing to warning or alert.

- You can click on the title of a box to quickly get to the asstaiecheck, node or domain.

Tip: If you wish to view the same view often, it is possible to bookmark it in your browser. Then when clicking
the bookmark, you will be prompted with the login-screen, and once you are logged in correctly you will be
taken to the view page.

It is also possible to change the URL, so that it will log you in automatically when you use the bookmark. For
more information about this feature see Section 10.1. This can be used to make the view the background on
your desktop for example.

7.5. Views and domains

Every view belongs to a domain. It may be the login domain efdreating user or a subdomain of that. Placing
a view in a subdomain will allow the users logging into that@in to see it, too. (Assuming the view is marked
public.)

You can choose the domain, when creating the view. Afterttietiew cannot be moved.
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Sometimes, when you notice a problem with a node monitore&ysOrb, you want to invoke a tool on that
machine, e.g. telnet to a router, or open a remote desktopservar. As SysOrb already knows the dns-namel/ip-
address of the machine, you should not have to enter that.agai

If you are viewing the SysOrb web interface through Microsatiernet Explorer, and have the Microsoft Java VM
installed, then you can actually launch you favorite tooithvall the parameters to connect to the node causing
problems using only a few clicks.

To enable this, you must first go to your preferences, andlef&lse java for tool selection”. To do this click
Configure, find yourself and clicledit, selectPreferences. Make sure that "Use java for tool selection” is enabled,
and clickOK.

When you have enabled this preference, you can clickeerview, now you will be asked if you trust Evalesco
before the browser will run the Java Applet. For now you jdistkcYes, in Section 8.1it will be explained how
you can avoid seeing this message again.

You should now notice buttons labellédunch to the right of the screen, one next to each node in the owervie
If you do not see these, please make sure that there are abteasode in the domain you are viewing, and that
the Microsoft VM is installed.

You can now clickLaunch next to one of the nodes. Now you will see a list of tools, &i§i consisting of only
"Telnet". You can launch telnet by double clicking on it.

Sys0rb tools for albatross [ x|

H

Launch I ﬂl ﬂl Remove |

You probably want to use other tools besides telnet. By tighdd you can configure additional tools. The only
requirement is that the tool can be launched from the comriaad

You probably want to try it in the command line, just once, take sure you know exactly how the tool expects to
get the dns-name/ip-address of the node it should connelebtanstance Putty can be lauched by writipgity
-ssh server.mycompany.com

Edit tool Telnet
Label ITeInet

Eommandltelnet %h

I~ sk for confirmation before launching
IV Launch in conzole
i the numerical ip address of the node
#h the "dnz-name/ip-address" as entered in the Sps0rb web-interface
*u the login of the SpsOrb user
%l the label of the node

“d the domain az a dot-separated string

il Cancel |

When you know the exact command to use you can fill out the fields.

- Label: This is just used for showing on the list of tool, pick any reafar your tool.

- Command: This is the command, that should be executed to launch tiieltoorder for a tool liketelnet to
work for all nodes in SysOrb, you must tell SysOrb where orciramand line, the actual dns-name of the node
should be inserted. This is done by writing %h somewhereigfigld.

+ Ask for confirmation before launching: If some of your tools could potentially be dangerous, yoobbly
want to enable this. If checked SysOrb will show an "Are yore$dialog before actually launching the tool.
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« Launch in console: If the tool opens its own GUI window, you do not need to adgvhis, if it is a command
line tool like telnet of ftp you must activate this.

The list of tool is stored on the machine running the browlégou use the web interface from multiple machines,
you will be able to have separate tool configurations, cpording to the tools installted on each machines.

8.1. Avoiding security warnings

In order to avoid being warning about potentially maliciousb code every time you open you browser on the
SysOrb web interface, you need to install the Evalesco CAifidate as a Trusted Root Certificate.

This is very easy, download the fifig://ftp.evalesco.com/cert/evalesco_ca.cer , and double click it.
You will now be asked if you want to install the certificatesfanswer yes to all the defaults.

Now hit refresh in your Internet Explorer while holding dowre ctrl-key. You should now again be asked if you
trust Evalesco, (if not close every Internet Explorer windand log into SysOrb again.) This time however, there
should be a checkbox reading something like: "Always trostent from Evalesco A/S", check that and clioK.

Once this is done, Internet Explorer should stop warningiatie certificate being untrusted.
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The SysOrb Server is capable of generafimgcastson checks monitored by the system. Furthermore, warnings
can be issued based on the forecasts, enabling administtateeceive notification of possiblatureincidents.

9.1. Understanding forecasting

Itis important to understand that the nature of the foredistt SysOrb generates, are in many ways similar to well
known forecasts such hageather forecastsThis means, a forecast is an educated guess at what a pdssilve
state of the system could be, based on careful analysis bbpasrvations. Like a weather forecast, a the SysOrb
Forecasts do have an uncertainty associated with them.

The reliability of the forecast is highly dependent on théuna of the data for which the forecast is generated.
Some data series are by nature highly chaotic, and thusdintakle. Other types of data lend themselves well to
forecasting.

We recommend that you simply set up forecasting for the cheokwhich you would find it useful to have fore-
casting. Let the forecasting run for some days or weeks,ikgem eye on the forecasts every now and then. It will
quickly be evident which data series are simply impossibléotecast reliably, forecasting on those can then be
disabled.

9.2. How the forecaster works

Once forecasting is enabled on a check, the forecasterowmhl &t the data available from that check. The forecaster
requiressome data history to be available in order to even considefafecast is possible. Please make sure that
you have at least a few days worth of data available - otherthis forecaster will simply show you a "no forecast
available” message in the web interface.

Once sufficient data material is available, the forecastiéexamine these data looking for various properties, such
as "periodicity”, to assess whether the data is chaotic,averor less repetitive in its nature.

The forecaster will then attempt to "model" the data setsTheans, to generate a mathematical model that can
re-produce the known past observations. This is a ratheplkcated process, and it can take many minutes (even
hours on slow computers) for it to construct this model. Isniable model can be found, the forecaster will show
that "no forecast is available" in the web interface. In tt@se it will re-try the modelling every few hours, as new
observations become available to it.

Once a model is successfully built, the forecaster will piclthe actual forecast based on that model. The gen-
eration of the forecast is a relatively simple operatiorgeothe forecast model is available. The forecast will be
updated every 30 minutes, to reflect the latest changes ivhiserved data.

9.3. Configuring a forecast

From the check configuration page (&apter 4, you can enable and configure the forecast properties s wel
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Sy "y O Oer' - bl Fisbird

File Edit View Go Bookmarks Tools Help

O~ D) - @ 1§ httpi#/albatross.intern.sysorb.comiksmso/index cgi?path=1.2.2 4 2&check=1." /]
3 - e 2 grep

SYSORB amsz)) |

NETWORK MONITORING SYSTEM <

G Corfisure in Root domain -» AnentChecks on localhost -> Edit FS free space for
WiOvervew— i

1 confiqure Check nome P

[ views Information URL ,7

(2l kogout Check every. ,307 .
st graup: Sarade

St strteay: Seorelemeer =]

Aoknowledige lerts

Forecasting r
Enable forecasting:

Warm on forecasts:

HiSel

Wiarm for how lang in the future.

Warm only “when estimated error
is belony

Valug limits
Hert when above & kB

K4

(& Disabled

& 3

(& Disabled

& 3

(& Disabled
—

Warm when above:

K4

Warm when below

K4

]

In the Forecastingsection, you have the following options:

Enable forecasting: In order to have forecast models generated for this checkt@have the actual forecasts
generated automatically, this option must be selected.

Warn on forecasts: Once a forecast is generated, the forecaster can look thibiegforecast values and warn
administrators of any potential future problems the fost¢caay indicate.

Warn for how long in the future:Depending on the nature of the data that are forecast, fetsewdl turn out to

be reliable for longer or shorter periods of time. You may fith@t forecasts for certain checks are only reliable
for, say, two hours. Other forecasts may be reliable for deiging this option you can specify how long into
the future you want the forecaster to look for conditiond thay result in a warning condition. Specifying "1
Hour" means, that while the forecast may be generated farakdays into the future, only the first hour of the
forecast will be examined for conditions that can result weaning being sent to the administrators.

Warn only when estimated error is below: The forecaster can estimate the error margin on the foreledst
based on simulations on past observations. This optiogdetspecify the maximal error estimate that a forecast
can have, in order to be used as basis for forecast warningexemple, if you specify "5%", a forecast with an
estimated error of "7%" cannot result in warnings being seatiministrators. Any forecast with an error above
the threshold set here, will be deemed unfit for use as basierfecast warnings.

These simple configuration options on the check configurgiame is actually all there is to the forecasting con-

figuration.
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features

10.1. Automatic webinterface login

Sometimes you may want to have a directly clickable link freome internal web page, into a specific SysOrb
status page. You cannot just copy the content of the addaeeswhile viewing the SysOrb status page, because the
url contains a session identifier, which probably will nodenbe valid, when following the link later.

Instead your should paste the url from the address bar into favorite text editor, and cut out the session_id
parameter.

Example 10-1. Link to a status page

http://albatross/sysorb/index.cgi?path=1.1.1&node=1 .2260370556
&server=albatross:2222&session_id=224366472 becomesitp://albatross/sysorb/index.cgi?path=1.1.1&node=1
&server=albatross:2222

Following the above link will show the usual SysOrb loginesm, but once the user logs in, he will be taken to the
status page from the original url.

The login process can be automated further. In order for 8ys®verify a user login, it needs a username, a
password, and the domain in which to look up the username.oh@yl of these three parameters can be passed
through the link url. If all three a given, SysOrb will not sinthe login page, but jump directly to the status page.
If one or more are not given, SysOrb will show a partially fili@ login form.

The url parameters in which you specify the login informati® calleduser name, passwd andt | d.

Example 10-2. Link to a status page with automatic login

If you have a user john with password doe in the root domain.e THollowin
url will log in as john, and show the same status page from theample above:
http://albatross/sysorb/index.cgi?path=1.1.1&node=1 .2260370556
&server=albatross:2222&username=john&passwd=doe&tld =

When creating links like this, be sure that the user has omlyivig capabilities, or anyone looking at the browser
history, or at the html source will be able to log in and reagunfe your SysOrb system.

10.2. Removing naviation buttons and top bar

If you want to include a SysOrb status page in a frame withargdr page, you may not want the SysOrb navigation
buttons and top bar to show up inside the SysOrb frame.

You can suppress these bars by adding the paraméteabl et op=yes to the url. A frame html tag may
look like <frame src="http://albatross/sysorb/index.cgi?path=1 .1.1&node=1.2260370556
&server=albatross:2222&username=john&passwd=doe&tld =.&disabletop=yes">
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10.3. Making the SysOrb overview available to other
programs

As a way to import the information from the SysOrb overvievg@éanto other programs, the Web interface has a
special page, which outputs an overview of all nodes and dwa plain text.

In order to view this page, type in the following URL in our lrger:

http://localhost/sysorb/index.cgi?path=2&username= your
| ogi n &passwd=your
passwor d&tld= domai n&server= server nane: port

Whereyour | ogi n,your password, donmai n are replaced with the values normaly used to login (for tHawde
user these are "admin”, "admtest” and "."). Tdea ver name andport should be the dns-name of the SysOrb
Server and the port it is running on. If the Webinterface ramshe same server as the SysOrb Server these values

are "localhost" and "3241"

The output from this page has the following layout:

SysOrb text overview page

world N: Ugly C: Good A: Good
*xx  Nodes #*xx
test.sysorb.com N: Good C: Good A: Good
#x  NetChecks #xx
[HTTP/80] Good
xx  AgentChecks — xxx
FS free space for /home Good
FS free space for / Good
Free Memory for phys Good
Free Memory for swap Good
Free Memory for virt Good
System Load for load Good
Process Presence for httpd Good
Process Presence for init Good
Process Presence for syslogd Good
Process Presence for ntpd Good
System Uptime for uptime Good
RAID status for md0 Good
System handles for alloc_fh Good
System handles for alloc_ino Good
System handles for free_fh Good
System handles for free_ino Good
Interface throughput for total receive drops ethO Good
Interface throughput for total receive errors ethO Good
Interface throughput for total received bytes ethO Good
Interface throughput for total transmitted bytes ethO Good

The format is simple. After the introductionary line at tlog the first line encountered is the name of the domain,
the user is logged in to. After the name of the domain a thead&B character, and then the status for Network,
Checkin and Agents, again seperatedli®B characters.

The next line is an identification line, which can be one of .tiféhere are subdomains in the users root-domain,
the line is»+ Domains = , otherwise itis*+ Nodes =+ justas in the example above.

The lines following the identification line, will all be indéed by aTAB character until another identification line
is outputtet for the current domain, or the information foother domain is outputted.
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After thes Domains == (if present) line all the subdomains to the current domaihlvei listed in the same
way as the root domain is.

After the+=+ Nodes =+ line all the nodes in the current domain will be listed, witleit name first on the line,
and the status after it, just like the status for the domain.

After the node line comes another identification line whicancbe eithers+ NetChecks #x | i
AgentChecks =+ or =+ snmpChecks = . Afther the identification line, all the checks of the givempe is
listed, again idendented with anot#ekB character. After the name of the check, the status for istedi.
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